A DEEP LEARNING BASED NONLINEAR UPSCALING METHOD FOR TRANSPORT EQUATIONS
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Abstract. We will develop a nonlinear upscaling method for nonlinear transport equations. The proposed scheme gives a coarse scale equation for the cell average of the solution. In order to compute the parameters in the coarse scale equation, a local downscaling operator is constructed. This downscaling operation recovers fine scale properties using cell averages. This is achieved by solving the equation on an oversampling region with the given cell average as constraint. Due to the nonlinearity, one needs to compute these downscaling operations on the fly and cannot pre-compute these quantities. In order to give an efficient downscaling operation, we apply a deep learning approach. We will use a deep neural network to approximate the downscaling operation. Our numerical results show that the proposed scheme can achieve good accuracy and efficiency.
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1. Introduction. Multiscale methods or numerical upscaling for linear problems have been widely developed and are very useful for multiscale problems. Nevertheless, many realistic problems are of nonlinear and multiscale nature. For example, the dynamics of multi-phase flow and transport in heterogeneous media varies over multiple space and time scales. In order to accurately capture the coarse scale dynamics, some types of nonlinear upscaling are necessary. There are many linear and nonlinear upscaling techniques in the literature, some of these include [1, 2, 3, 4, 7, 10, 11, 12, 15, 19, 20, 21, 22, 23, 26, 27, 32, 33, 35, 37, 40, 41, 42, 45, 50]. Nonlinear upscaling methods, such as the pseudo-relative permeability approach [6, 8, 38], compute nonlinear relative permeability functions based on single cell two-phase flow computations. It is known that these nonlinear approaches lack robustness and that they are processes dependent [24, 25]. To overcome these difficulties, one needs to find better nonlinear upscaling techniques, and it is the goal of this paper to do this.

Some nonlinear upscaling approaches are available in the literature. One example is the nonlinear homogenization [29, 44], for which local nonlinear problems are solved on each coarse grid block and are used in the construction of global coarse grid formulation. Nonlinear homogenization is applied to many problems including the p-Laplace equations, pseudo-elliptic equations, and parabolic equations [28, 29, 30]. These methods typically require the assumption of scale separation, and may give limited accuracy for applications that do not admit such assumption. Another nonlinear upscaling approach popular in computational mechanics is the computational continua framework [34]. These methods, for example [31, 34], use nonlocal quadrature to couple the coarse scale system stated on a union of some disjoint computational unit cells with the aim of solving problems with non-scale-separation heterogeneous media.

The nonlinear upscaling method developed in this paper is motivated by the general framework, called Nonlinear Nonlocal Multicontinua Upscaling (NLNLMC), of nonlinear upscaling presented in [18]. This framework originates from the Constraint Energy Minimizing
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Generalized Multiscale Finite Element Method (CEM-GMsFEM) [13, 14, 16]. The CEM-GMsFEM gives multiscale basis functions that are localizable even for the case of highly heterogeneous and high contrast media. The idea there is the use of local spectral problems and an energy minimization principle. The basis functions are constructed by solving problems on some oversampling regions. In addition, a rigorous convergence analysis is presented showing that the convergence depends only on the coarse grid size and is independent of the media. However, the degrees of freedom in CEM-GMsFEM do not have physical meaning. In upscaling, one desires unknown variables that have physical meanings such as cell averages. With this goal in mind, the Nonlocal Multicontinua Upscaling (NLMC) is introduced [17]. The key idea follows CEM-GMsFEM except that the multiscale basis functions are modified so that the degrees of freedom represent the average of the solutions. Therefore, the resulting coarse scale equation gives a relation between the cell averages of the solutions on the coarse grid, and a convergence analysis is given in [52]. We remark that both CEM-GMsFEM and NLMC methods are suitable for linear multiscale problems.

The framework of NLNLMC extends the concept of the NLMC method with the aim of finding nonlinear upscaling for nonlinear problems [18]. In this case, one needs to avoid the concept of basis functions, as they are only applicable to linear problems. In general, the NLNLMC framework has three important methodological ingredients. First, we identify macroscopic variables for each coarse grid block, similar to multicontinua variables [5, 39, 43, 49]. Secondly, we will construct local downscaling functions. In particular, given the macroscopic variables, we will solve local problems on some oversampling regions to recover fine scale properties. It is important that these local problems are solved on oversampling regions, since this allows connectivity of neighboring macroscopic variables. Finally, a global coarse scale equation is obtained by combining all local downscaling functions and using a suitable coarse scale solver. The resulting scheme is a coarse scale equation that relates all macroscopic variables. Moreover, the connectivity is nonlocal as the oversampling regions can be several coarse grid layers wide.

The goal of this paper is to construct a nonlinear upscaling approach for nonlinear transport equations. We will apply the general concept of NLNLMC together with deep learning techniques. For the macroscopic variable, we will use cell average on coarse elements, and for the global coarse scale solver, we will use an upwind finite volume scheme. The main component of the proposed scheme is the local downscaling function as these will provide the parameters required in the final coarse grid equation. Given a set of macroscopic values, we will solve a local problem on an oversampling region to construct a fine scale downscaling function, whose mean values on coarse elements match the given macroscopic values. In general, this is an expensive task as these local problems are solved on-the-fly when the solution averages are given since one cannot easily pre-compute these problems. This fact motivates the use of deep learning. There are in the literature some works on using deep neural networks to learn macroscopic parameters in coarse scale or reduced order models; see for example [9, 46, 47, 48, 51]. The main idea is to consider the macroscopic variables as input and the downscaling functions or their average values as output. Then suitable deep neural networks are trained and used to approximate this expensive procedure. The resulting approach allows the use of deep neural network to learn the parameters required in the coarse scale equations. This can give a significant improvement in the computational times, as we will see in our numerical simulations. We remark that using deep neural network for reduced models allows a robust learning process as there are fewer parameters to be learned.

The paper is organized as follows. In Section 2, we will present the problem formulations and some basic notations. In Section 3, the key elements of the proposed method will be discussed in detail. This includes the construction of the method and the deep neural network,
as well as some implementation details. Computational results will be presented in Section 4 to validate our scheme. We will show the performance of our method, and compare our method with a standard scheme without using nonlinear upscaling. We will also compare the accuracy and efficiency with and without the use of deep neural networks. Finally, a conclusion is given in Section 5.

2. Preliminaries.

2.1. Basic setup. Let $\Omega \subset \mathbb{R}^2$ be a computational domain in two space dimensions and let $T > 0$ be a fixed time. Our goal is to design a nonlinear upscaling method for the following transport equation:

$$\begin{align*}
\frac{\partial S}{\partial t} + \text{div} (v\lambda(S)) &= f, & \text{in } (0, T) \times \Omega, \\
S &= g, & \text{on } (0, T) \times \Gamma, \\
S(0, x) &= S_0(x), & \text{in } \Omega,
\end{align*}$$

where $\Gamma = \{x \in \partial \Omega : v \cdot n < 0\}$ is the inflow boundary of $\Omega$, $n$ is the outward unit normal vector of $\partial \Omega$ and $f$, $g$, and $S_0$ are given functions. Motivated by applications, we assume that the velocity $v$ is divergence free, that is, $\text{div}(v) = 0$. Moreover, the function $\lambda : \mathbb{R} \to \mathbb{R}$ is a nonlinear function. This problem is motivated by two phase flow and transport problems, in which the velocity $v$ is given by Darcy’s law [36]. In general, the transport equation and Darcy’s law are coupled. In this paper, we focus only on solving the nonlinear transport equations. The development of upscaling methods for the coupled problem will be considered in a forthcoming paper.

Next, we introduce the notions of coarse grids. Let $T_H$ be a conforming partition of $\Omega$ into finite elements, where $H$ is the coarse mesh size. This partition is called coarse grid. Let $N_K$ be the number of elements in the coarse mesh. Then we assume that each coarse element is partitioned into a connected union of fine-grid blocks and this partition is called $T_h$. Note that $T_h$ is a conforming refinement of the coarse grid $T_H$ with the mesh size $h$. That is, for any $\tau \in T_h$, there exist $K \in T_H$ such that $\tau \subset K$; see Figure 2.1 for an illustration. In our method, we will develop a nonlinear upscaling technique that gives the coarse grid mean value of the solution $S$ as a function of time. At the same time, we will use the fine grid and local problems to construct the parameters in the proposed upscaling model.

2.2. Oversampling domains. The use of oversampling domains plays a crucial role in our nonlinear upscaling technique. Two types of oversampling domains will be used. The first type of oversampling domains, simply called oversampling domain, will be used for local problems. These local problems will be solved on oversampling regions, and the parameters in the nonlinear upscaled model will be determined based on these local solutions. For the transport type problems considered in this paper, the size of the oversampling domains is determined by a suitable coarse time scale and the speed of propagation. The second type of oversampling domains, called double oversampling domain, will be used for the purpose of imposing boundary conditions for local problems. This kind of domains allows an artificial layer so that artificial boundary condition imposed on them will not affect the solution in the interior. In the next paragraph, definitions of the oversampling domains are given.

Let $K$ be a coarse element in $T_H$. We will construct an oversampling domain $K^+$ and a double oversampling domain $K^{++}$. The oversampling domain $K^+$ is obtained by enlarging $K$ by several coarse grid layers, while the double oversampling domain $K^{++}$ is obtained by enlarging $K^+$ by several coarse grid layers. An illustration of the fine grid, coarse grid, and oversampling domain are depicted in Figure 2.1. In this example, the oversampling domain $K^+$ is obtained by enlarging $K$ by one coarse grid layer, and the double oversampling
domain $K^{++}$ is obtained by enlarging $K^+$ by one coarse grid layer. The oversampling domain $K^+$ contains a total of nine coarse rectangles and the double oversampling domain $K^{++}$ contains twenty-five coarse rectangles if the coarse rectangle is not near the boundary. These oversampling domains are used for the computations regarding the local problem.


3.1. Algorithm. In this section, we are going to present the construction of our proposed method. The main idea is based on the nonlinear NLMC framework proposed in [18]. We will apply the general concept from [18] but with some new concepts specific for the transport problem considered in this paper. We consider the following nonlinear transport problem, in which we assume the sources $f = 0$ and $g = 0$ to simplify the notations. The proposed method can be easily extended to the case of nonzero sources. We consider

$$\frac{\partial S}{\partial t} + \text{div} (v\lambda(S)) = 0, \quad \text{in } (0,T) \times \Omega,$$

$$S = 0, \quad \text{on } (0,T) \times \Gamma,$$

$$S(0,x) = S_0(x), \quad \text{in } \Omega.$$

Our goal is to design a nonlinear upscaling method that can provide the cell averages of the solution $S(t,x)$ on the coarse grid $T_H$.

For the time discretization, we will apply the backward Euler scheme. Let $\Delta t > 0$ be the time step size and let $t_n = n\Delta t$. The backward Euler scheme reads

$$\gamma S^{n+1} + \text{div} (v\lambda(S^{n+1})) = \gamma S^n$$

(3.1)

where $\gamma = \frac{1}{\Delta t}$ and $S^n = S(t_n, x)$. Our proposed nonlinear upscaling method is designed to solve (3.1). That is, given the mean values of the solution at time $t_n$, we will find the mean values of the solution at $t_{n+1}$. We use the notation $\bar{S}_\alpha^n$ to denote the average of $S^n$ on the coarse cell $K_\alpha \in T_H$. Our proposed scheme will compute $\{\bar{S}_\alpha^n\}$ by using $\{\bar{S}_\beta^n\}$.

Assume that $\{\bar{S}_\alpha^n\}$ are known. Following the general framework proposed in [17, 18, 52], we will solve a local problem to find a downscaling function. To construct this downscaling function, we consider a set of values $\{\bar{S}_\beta^n\}$, where each $\bar{S}_\beta$ represents the average value of a certain function on the coarse cell $K_\beta$. We remark that these values $\bar{S}_\beta$ will be the required

Fig. 2.1. An illustration of the coarse grid, fine grid and oversampling domains.
values \( \{ \tilde{S}^n \} \) after solving our upscaled model. To get the required downscaling function, we will solve a local problem to find a local downscaling function \( \tilde{\psi} \) such that the mean values of \( \tilde{\psi} \) on the coarse cells are given by the values \( \{ \tilde{S} \} \). Specifically, let \( K^{\alpha+} \) be a double oversampling domain of the coarse cell \( K^{\alpha} \in T_H \). We consider the local problem:

\[
\begin{align*}
(3.2) \quad & \gamma \tilde{\psi} + \text{div} \left( v \lambda(\tilde{\psi}) \right) = \gamma \tilde{S}^n, \quad \text{in } K^{\alpha+}, \\
(3.3) \quad & \tilde{\psi} = 0, \quad \text{on } \partial^{-} K^{\alpha+}, \\
(3.4) \quad & \frac{1}{|K^{\beta}|} \int_{K^{\beta}} \tilde{\psi} = \tilde{S}^{\beta}, \quad K^{\beta} \subset K^{\alpha} \text{ and } K^{\beta} \in T_H
\end{align*}
\]

where \( \partial^{-} K^{\alpha+} \) is the inflow boundary of \( K^{\alpha+} \). The above problem is solved numerically on the fine grid \( T_h \). The solution \( \tilde{\psi} \) will give the required local downscaling function. Next, we restrict the solution \( \tilde{\psi} \) on \( K^{\alpha} \) and denote it as \( \tilde{\psi}_\alpha \), which is the required local downscaling function whose support is \( K^{\alpha} \). We remark that a suitable Lagrange multiplier is needed to solve (3.2)-(3.4).

Using these local solutions \( \tilde{\psi}_\alpha \), we define a global downscaling function \( \tilde{\psi} = \sum \chi_\alpha \tilde{\psi}_\alpha \), where \( \{ \chi_\alpha \} \) is a set of partition of unity functions corresponding to the overlapping partition \( \{ K^{\alpha} \} \) of the domain. We remark that this global function \( \tilde{\psi} \) depends on the mean values \( \{ \tilde{S} \} \). Now we solve (3.1) using this global downscaling function. We will integrate the equation (3.1) on each coarse element \( K_i \) and replace the true solution \( S^{n+1} \) by \( \tilde{\psi} \). In particular, we have

\[
(3.5) \quad \gamma \int_{K_i} \psi + \int_{\partial K_i} \lambda(\psi)v \cdot n = \gamma |K_i| \tilde{S}^n_i.
\]

Here, we use the notation \( \tilde{S}^n \) to denote the values \( (\tilde{S}^n_1, \ldots, \tilde{S}^n_{N_K}) \). We will solve this nonlinear equation and obtain the unknowns \( \{ \tilde{S} \} \). These values will be the required solution at the time step \( t_{n+1} \). That is, we set \( \tilde{S}^{n+1} \) to be the solution obtained by solving (3.5).

The numerically solution of (3.5) is computed by applying a fixed point type iteration. Let \( \tilde{S}^{(m)} = (\tilde{S}^{(m)}_1, \ldots, \tilde{S}^{(m)}_{N_K}) \) be the \( m \)-th iterate. We can then use the values \( \tilde{S}^{(m)} \) to construct the global downscaling function \( \tilde{\psi}(\tilde{S}^{(m)}_1, \ldots, \tilde{S}^{(m)}_{N_K}) \). Finally we perform the following updating procedure to find the mean values \( \tilde{S}^{n+1}_i \):

\[
(3.6) \quad \begin{cases}
F^{(m)}_i(\tilde{S}^{(m)}) = \gamma \int_{K_i} \psi(\tilde{S}^{(m)}) - \gamma |K_i| \tilde{S}^n_i + \int_{\partial K_i} \lambda(\psi(\tilde{S}^{(m)})v \cdot n \\
\tilde{S}^{(m+1)}_i = \tilde{S}^{(m+1)}_i - F^{(m)}_i
\end{cases}
\]

with a given initial guess \( \tilde{S}^{(0)} \). Assume that the above iteration converges at the \( M \)-th iteration. We will set \( \tilde{S}^{n+1} = \tilde{S}^{(M)} \). We remark that each iteration of the above updates requires the construction of the global downscaling function \( \tilde{\psi}(\tilde{S}^{(m)}_1, \ldots, \tilde{S}^{(m)}_{N_K}) \), which requires the solution of many local nonlinear problems (3.2)-(3.4). With the use of the proposal deep learning approach, which will be presented in Section 3.3, this step becomes much more efficient.

### 3.2. Computation of local problems

We will use Newton’s method to solve the local problem (3.2)-(3.4). We recall that the value \( \tilde{S}^n \) is fixed. For a given \( \{ \tilde{S} \} \), the problem (3.2)-(3.4) defines a function \( \tilde{\psi} \) on \( K^{\alpha+} \). We note that the value \( \{ \tilde{S} \} \) can be considered as a piecewise constant function, denoted as \( \bar{S} \), defined on the coarse grid supported in \( K^{\alpha+} \). Thus, the system (3.2)-(3.4) defines a map which takes a piecewise constant function \( \{ \tilde{S} \} \) as input and returns a fine scale function \( \tilde{\psi} \). In our numerical simulations, we take \( \tilde{\psi} \) to be
piecewise constant function on the fine grid. In order to ensure the constraint (3.4) is satisfied, we will introduce an additional variable $\mu$. This variable $\mu$ is a piecewise constant function on the coarse grid whose support is $K^{\alpha+}_\beta$. In addition, the system (3.2)–(3.4) will be solved on the fine grid by using the upwind finite volume scheme. In the following, we will present the mathematical details.

The equation (3.2) will be discretized by the upwind finite volume scheme. Accordingly, the fine grid by using the upwind finite volume scheme. In the following, we will present the mathematical details.

The equation (3.2) will be discretized by the upwind finite volume scheme. Accordingly, the fine grid by using the upwind finite volume scheme. In the following, we will present the mathematical details.

3.3. Deep neural network model for local downscaling functions. We let the function $N$ be a network of $L$ layers, $x$ be the input and $y$ be the corresponding output. We write

$$N(x; \theta) = \sigma(W_L \sigma(\cdots \sigma(W_2 \sigma(W_1 x + b_1) + b_2) \cdots + b_L))$$
where \( \theta := (W_1, \ldots, W_L, b_1, \ldots, b_L), W_i \) are the weight matrices, \( b_i \) are the bias vectors, and \( \sigma \) is the activation function. A neural network describes the connection of a collection of nodes (neurons) sitting in successive layers. The output neurons in each layer are simultaneously the input neurons of the next layer. The data propagate from the input layer to the output layer through hidden layers. The neurons can be switched on or off as the input is propagated forward through the network.

Suppose we are given a collection of data samples \( \{(x_j, y_j)\} \). The goal is then to find \( \theta^* \) by solving an optimization problem

\[
\theta^* = \arg\min_{\theta} \frac{1}{N_s} \sum_{j=1}^{N_s} \left\| y_j - \mathcal{N}(x_j; \theta) \right\|_2^2
\]

where \( N_s \) is the number of the samples. The function \( \frac{1}{N_s} \sum_{j=1}^{N_s} \left\| y_j - \mathcal{N}(x_j; \theta) \right\|_2^2 \) is known as the loss function. One needs to select suitable numbers of layers and neurons in each layer, the activation function, the loss function, and the optimizers for the network.

We will use a deep neural network \( \mathcal{N} \) to model the process of constructing downscaling functions. Recall that the local downscaling function is defined by (3.2)–(3.4). We note that there are two sources of inputs. The first input contains the values \( \{\hat{S}^{m}\} \) from the time step \( n \). The second input contains the values \( \{{\hat{S}}^{(m)}_j\} \) in the fixed point iteration (3.6). Moreover, we observe that the required outputs are the values of the global downscaling function \( \psi \) restricted to the coarse grid edges, since only these values are used in the numerical scheme (3.5).

Therefore, we use the following choices in our deep neural network:

- **Input:** \( x = \{\hat{S}^{(m)}, \hat{S}^n\} \).
- **Output:** \( y = \psi|_{\cup E_j} \), where \( E_j \) is the \( j \)-th coarse edge. This is the restriction of \( \psi \) on all coarse edges.
- **Data:** \( N_s = 5000 \), that is 5000 training data samples are used.
- **Standard loss function:** \( \frac{1}{N_s} \sum_{j=1}^{N_s} \left\| y_j - \mathcal{N}(x_j; \theta) \right\|_2^2 \).
- **Activation function:** The popular ReLU function (the rectified linear unit activation function) is a common choice for activation function in training deep neural network architectures.

As for the input of the network, we use \( x = \{\hat{S}^{(m)}, \hat{S}^n\} \), which are the vectors containing the approximate mean value \( \hat{S}^{(m)} \) from the current iteration in (3.6) and the mean value \( \hat{S}^n \) at the \( n \)-th time step of the scheme (3.5). The input \( x \) is a random vector such that each entry is ranged from 0 to 1. The range is based on the range of the initial condition. Since the range of the initial condition will affect the range of the mean value of the next time step, we choose the range of random input vector \( x \) to be \([0, 1]\).

The corresponding output data are \( y = \psi|_{\cup E_j} \), which contains the values of the global downscaling function on each coarse edge. In order to obtain the data \( y \), we use randomly generated input \( x \) and solve the local system (3.2)–(3.4) together with \( \psi = \sum \chi_\alpha \psi_\alpha \) to obtain the global downscaling function \( \psi \), which will give the output data \( y \).

In between the input and output layer, we test on 2 hidden layers with the number of neurons ranging from \( 4N_K \) to \( 8N_K \) in each hidden layer, where \( N_K \) is the number of the coarse elements. We note that the size of input vector \( x \) is \( 2N_K \) and the size of output vector \( y \) is \( n_{E}N_{E} \), where \( N_{E} \) is the number of coarse grid edges and \( n_{E} \) is the number of fine grid cells on the coarse edge \( E \). In the training, there are \( N_s = 5000 \) data samples of \((x_j, y_j)\) collected.

In between layers, we need the activation function. The ReLU function (rectified linear unit activation function) is a popular choice for activation function in training deep neural network architectures. We will use the standard loss function: \( \frac{1}{N_s} \sum_{j=1}^{N_s} \left\| y_j - \mathcal{N}(x_j; \theta) \right\|_2^2 \). As for the training optimizer, we use AdaMax, which is a stochastic gradient descent (SGD).
type algorithm well-suited for high-dimensional parameter space, in minimizing the loss function. We remark that the network is a fully-connected network. In particular, all the inputs $x$ and outputs $y$ are connected. Also, a more systematic strategy to select the hyperparameters will be investigated in the future.

3.4. Stacked local neural network model. As mentioned in the above section, the neural network $N$ is fully connected. For small numbers of input and output, this fully connected network works well, as it can be seen in the first three examples in our numerical tests. For larger scale problems, training a fully connected network is challenging due to the large number of parameters $\theta$. Because of this, we design a local neural network model, which is illustrated in Figure 3.1. Some numerical performances will be shown in Section 4.4.

Our local upscaling model is the key to the design of the stacked local neural network architecture. The input of the network is the set of all cell averages over the whole computational domain as before. In the first layer of the local network model, we will form subsets of these input cell averages. In particular, each subset contains cell averages for an oversampling region $K^{++}$. Each set of these cell averages will be the input of a local fully connected neural network, as shown in the middle part of Figure 3.1. The action of the local neural network is to provide an approximate solution of (3.2)–(3.4). Accordingly, the output of the local neural network is the local downscaling function restricted to the coarse grid edges. In the last layer of the stacked local neural network model, the outputs of the local networks are combined using partition of unity functions. The output is the global downscaling function restricted to the coarse grid edges. We remark that, due to the local connectivity, there are much fewer network parameters to be trained, and we observe much better performance compared with a global fully connected network. We also remark that weights of the first and the last layers of the networks are fixed. We will give a quantitative discussion in Section 4.4.

4. Numerical examples. In this section, we will present some numerical examples to demonstrate the performance of our proposed deep learning based nonlinear upscaling method. In our simulations, we will take $\lambda(S) = S^2$ for the first three examples and $\lambda(S) = S^2 + (1 - S)^2$ for the last one. Moreover, the oversampling region $K^+$ is chosen by enlarging the coarse cell $K$ by one coarse grid layer, and the double oversampling region $K^{++}$ is chosen by enlarging $K^+$ by one more coarse grid layer. This choice of oversampling regions is motivated by the coarse time step size and the velocity of propagation. We will show the performance by using our upscaling method without using deep learning in the construction of the local downscaling functions. In this case, the error will only come from the approximation of the upscaling method. In addition, we will present the performance of our method with the use of deep neural network to approximate the local downscaling functions. In this case, the error in this deep neural network approximation will be added to the solutions. However, the computational efficiency improves significantly. In both cases, we observe that our proposed upscaling method is able to provide accurate numerical approximations. In our simulations, reference solutions are obtained by the standard upwind finite volume scheme on the fine grid and the use of Newton’s method as nonlinear solver. All the experiments are performed on a server with the Ubuntu 18.04 system with a 32-core 2.2 GHz Xeon CPU, 200 GB RAM, and 4 NVIDIA Tesla V100 GPUs with 32 GB each. The neural network model is build up by Python Deep Learning Library TensorFlow and other part of algorithm is speed up by using open-source array library Cupy accelerated with NVIDIA CUDA.

4.1. Example 1. For the first numerical example, we use the time step $\Delta t = 0.1$ and the constant velocity $v = (1, 1)$ to test our algorithm. As a result, the constant $\gamma = \frac{1}{\Delta t} = 10$. The coarse mesh is $20 \times 20$ and the fine mesh is $100 \times 100$. In this case, due to the finite speed of propagation, the size of the oversampling region $K^+$ is enough to capture the solution at the
next time step from the solution at the previous time step originated in $K$. Also, we choose the initial condition as $S_0(x, y) = (1 + \sin(2\pi x) \sin(2\pi y))/2$. Figure 4.1 displays a plot of $S_0$. The initial condition is bounded between 0 and 1. For the numerical computation of (3.5) to find the mean value $\bar{S}^{n+1}$ for the next time step, we use the fixed point type iteration (3.6) so we need a stopping criterion to stop the iteration. The fixed point type iteration (3.6) takes about 100 iterations to converge. In our simulations, we choose the condition $\|\bar{S}^{(m+1)} - \bar{S}^{(m)}\| \leq 0.0001$ as the stopping criterion. Also, the Newton’s method to solve the local problem (3.2)–(3.4) takes about 10 iterations to converge. Furthermore, each training data needs approximately 10 s to generate, and the network needs about 15 to 30 minutes for the training process.

In this numerical example, we test the algorithm by running five time steps. Figure 4.2 displays the solutions for the first five time steps of our proposed scheme using neural network model. We also depict the average value of the reference solution on the coarse grid in this figure. From these results, we observe a very good agreement between these two solutions. We also observe that the numerical solution is bounded between 0 and 1, which holds for the reference solution. We remark that we did not impose any bound preserving properties in the training of our deep neural network. An improved network with this desirable property will be developed in future research.
For the proposed neural network model, the relative error of the mean value at the first time step is 0.04379. The relative error of the mean value at the fifth time step is 0.06569. Table 4.1 lists the relative errors for the mean value of the solution using our neural network model. From the results in this table, we observe that our scheme exhibits a very good performance. We also observe that the relative error of the mean value rises slowly with increasing time. In terms of the computational efficiency, about 45 s were used for computing one time step for our neural network model. As a comparison, if we compute the downscaling functions without the use of neural networks, we need about 4500 s for the computation of one time step. Thereby most of the computational time is consumed on solving the local downscaling functions. We conclude that the use of deep neural network model can reduce the computational time without sacrificing the accuracy.

We also report the results using the downscaling functions without deep neural network in the construction of the proposed upscaling model. The relative error of the mean value at the first time step is 0.03210. The relative error of the mean value at the fifth time step is 0.05887. Table 4.1 shows the relative errors of the mean value when our method is applied without the use of deep neural network. The performance of solving the local downscaling functions numerically without the use of deep neural network and solving the local downscaling functions using neural network model are similar as can be seen from Table 4.1.

We next compare our scheme with a standard coarse-grid finite volume method with upwind flux. The relative error of the mean value at the first time step is 0.06180 and at the fifth time step 0.11433. Table 4.1 shows the relative errors of the mean value when a standard upwind finite volume method is applied on the coarse grid. We notice that the performance of our method with the use of deep neural network model is better than a simple application of a coarse-grid finite volume method.

<table>
<thead>
<tr>
<th>time step</th>
<th>relative error using neural network model</th>
<th>relative error using the upscaled model without neural network</th>
<th>relative error using the finite volume method</th>
</tr>
</thead>
<tbody>
<tr>
<td>t = 0.1</td>
<td>0.04379</td>
<td>0.03210</td>
<td>0.06180</td>
</tr>
<tr>
<td>t = 0.2</td>
<td>0.04728</td>
<td>0.04070</td>
<td>0.08007</td>
</tr>
<tr>
<td>t = 0.3</td>
<td>0.05264</td>
<td>0.04574</td>
<td>0.09705</td>
</tr>
<tr>
<td>t = 0.4</td>
<td>0.05837</td>
<td>0.05227</td>
<td>0.10891</td>
</tr>
<tr>
<td>t = 0.5</td>
<td>0.06569</td>
<td>0.05887</td>
<td>0.11433</td>
</tr>
</tbody>
</table>
FIG. 4.2. Solutions at the first 5 time steps $t = 0.1, 0.2, \ldots, 0.5$ for Example 1. Left: upscaled reference solution. Right: numerical solution using deep learning based upscaling.
4.2. Example 2. For the second numerical example, we also use the time step $\Delta t = 0.1$. We use a velocity given by

$$v(x, y) = (1 + \sin^2(2\pi x) \sin(2\pi y), 1 + \sin(4\pi x) \cos(2\pi y))$$

to test our algorithm. Figure 4.3 displays the plot of $v(x, y)$. The coarse mesh is also chosen as $20 \times 20$ and the fine mesh is $100 \times 100$. Since the velocity is bounded between 0 and 2, the oversampling region $K^+$ is able to keep all information originated from the coarse element $K$ within one coarse time step. Also, we choose the same initial condition as before, $S_0(x, y) = (1 + \sin(2\pi x) \sin(2\pi y))/2$, and the same stopping criterion as in Example 1, $\|S^{(m+1)} - S^{(m)}\| \leq 0.0001$.

![Figure 4.3. The velocity $v(x, y) = (v_1, v_2)$ for Example 2. The left figure is $v_1$ and the right figure is $v_2$.](image)

In this numerical example, we test the algorithm with 5 time steps. Figure 4.4 displays the numerical solutions for the first 5 time steps computed using our proposed scheme with deep neural network model. In the same figure, we also show the corresponding average values of the reference solution on the coarse grid. From these figures, we observe very good agreement between the numerical solution and the average reference solution.

<table>
<thead>
<tr>
<th>time step $t$</th>
<th>relative error using neural network model</th>
<th>relative error using the upscaled model without neural network</th>
<th>relative error using the finite volume method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 0.1$</td>
<td>0.04468</td>
<td>0.02904</td>
<td>0.06116</td>
</tr>
<tr>
<td>$t = 0.2$</td>
<td>0.04587</td>
<td>0.03579</td>
<td>0.07144</td>
</tr>
<tr>
<td>$t = 0.3$</td>
<td>0.04727</td>
<td>0.04223</td>
<td>0.08546</td>
</tr>
<tr>
<td>$t = 0.4$</td>
<td>0.04795</td>
<td>0.04829</td>
<td>0.09330</td>
</tr>
<tr>
<td>$t = 0.5$</td>
<td>0.05655</td>
<td>0.05499</td>
<td>0.09634</td>
</tr>
</tbody>
</table>

For our proposed scheme with the use of deep neural network model, the relative error of the numerical solution at the first time step is 0.04468 and at the fifth time step 0.05655. Table 4.2 shows in the second column the relative errors of the numerical solution computed using our proposed scheme with neural network model. We observe a very good performance. Also the computational time is about 50 s for the computation of one time step of using the proposed neural network model. As a comparison, if we compute the downscaling functions without neural networks, we need about 5500 s for computation of one time step.
Fig. 4.4. Solutions at the first 5 time steps $t = 0.1, 0.2, \ldots, 0.5$ for Example 2. Left: upscaled reference solution. Right: numerical solution using deep learning based upscaling.
As a comparison, we present the results for our scheme without neural network. The relative error of the numerical solution at the first time step is 0.02904 and at the fifth 0.05499. Table 4.2 shows in the third column the relative errors of the numerical solution computed using our scheme without neural network. That is, we solve the local problem (3.2)–(3.4) directly. We observe that the performance of using neural network and without the use of neural network are similar. This shows that our proposed deep neural network can increase the efficiency of the method without losing accuracy.

Again, we show the performance of using a standard coarse-grid finite volume method with upwind flux. The relative error of the numerical solution at the first time step is 0.06116 and at the fifth 0.09634. Table 4.2 shows in the last column the relative errors of the numerical solution computed using finite volume method. Comparing the results in Table 4.2, we observe that our proposed nonlinear upscaling is able to give better numerical solutions.

4.3. Example 3. In this example, we test a more complicated initial condition,

$$S_0(x, y) = (1 + \sin(4\pi x) \sin(8\pi y))/2.$$ 

Figure 4.5 displays the figure of $S_0(x, y)$. This new initial condition is also bounded between 0 and 1. For this third numerical example, we will also consider the time step as $\Delta t = 0.05$ and use the second example’s velocity given by

$$v(x, y) = \left(1 + \sin^2(2\pi x) \sin(2\pi y), 1 + \sin(4\pi x) \cos(2\pi y)\right)$$

to test our algorithm. The coarse and the fine meshes are again $20 \times 20$ and $160 \times 160$ respectively. Same as before, we choose the condition $\|\bar{S}^{(m+1)} - \bar{S}^{(m)}\| \leq 0.0001$ as the stopping criterion.

Figure 4.6 displays the learning curve of neural network for Example 3. We take about 5000 training data into the neural network and about 1000 validation data to monitor the learning process of the neural network. Thanks to enough training data, the validation loss is only slightly higher than the loss of training data.
In this numerical example, we test the algorithm with 10 time steps. Figure 4.7 shows the first 10 time steps computed using our proposed scheme with deep neural network model. The corresponding average values of the reference solution on the coarse grid are shown in the same figure. We observe that these two solutions are in very good agreement.

### Table 4.3

<table>
<thead>
<tr>
<th>time step</th>
<th>relative error using neural network model</th>
<th>relative error using the upscaled model without neural network</th>
<th>relative error using the finite volume method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 0.05$</td>
<td>0.02351</td>
<td>0.01689</td>
<td>0.09954</td>
</tr>
<tr>
<td>$t = 0.10$</td>
<td>0.02734</td>
<td>0.01971</td>
<td>0.12713</td>
</tr>
<tr>
<td>$t = 0.15$</td>
<td>0.03157</td>
<td>0.02378</td>
<td>0.13426</td>
</tr>
<tr>
<td>$t = 0.20$</td>
<td>0.03408</td>
<td>0.02654</td>
<td>0.13236</td>
</tr>
<tr>
<td>$t = 0.25$</td>
<td>0.03669</td>
<td>0.02903</td>
<td>0.12727</td>
</tr>
<tr>
<td>$t = 0.30$</td>
<td>0.03862</td>
<td>0.03116</td>
<td>0.12182</td>
</tr>
<tr>
<td>$t = 0.35$</td>
<td>0.04108</td>
<td>0.03304</td>
<td>0.11698</td>
</tr>
<tr>
<td>$t = 0.40$</td>
<td>0.04404</td>
<td>0.03464</td>
<td>0.11338</td>
</tr>
<tr>
<td>$t = 0.45$</td>
<td>0.04720</td>
<td>0.03602</td>
<td>0.11118</td>
</tr>
<tr>
<td>$t = 0.50$</td>
<td>0.05050</td>
<td>0.03737</td>
<td>0.10990</td>
</tr>
</tbody>
</table>

For the proposed neural network model, the relative error of the numerical solution of first time step is 0.02351 and of the tenth time step is 0.05050. Table 4.3 shows the relative errors of the numerical solution of using our proposed upscaling scheme with deep neural network model. We also observe that the relative error of the numerical solution rises slowly with increasing $t$. The time used here is about 70 s for computation of one time step of using neural network model. As a comparison, if we compute the local downscaling functions without the use of deep neural network, we need about 6000 s for computation of one time step. Since the velocity of Examples 2 and 3 is the same, we only need to use the same neural network model from Example 2 and apply for this new initial condition.

As a comparison, we report the results using the downscaling functions without neural network in the third column of Table 4.3. The relative error of the numerical solution at the first time step is 0.01689 and 0.03737 at the tenth time step. The performance of solving the local downscaling functions numerically without the use of deep neural network and solving the local downscaling functions using neural network model are similar.
FIG. 4.7. Solutions at the first 5 time steps(left) and last 5 time steps(right) for Example 3. First and third columns: upscaled reference solution. Second and Forth columns: upscaling numerical solution using deep learning based upscaling.

The final comparison is the standard coarse-grid finite volume method with upwind flux. The relative error of the numerical solution at the first time step is 0.09954 and 0.10990 at tenth time step. Table 4.3 shows the relative errors of the numerical solution computed using the finite volume method in the last column. We notice that our proposed nonlinear upscaling is able to achieve better numerical solutions.
4.4. Example 4. In our final example, we use another initial condition

\[ S_0(x, y) = \begin{cases} 
1, & \text{if } x \in [0.01875, 0.0625], \\
0.7, & \text{if } x \in [0.0625, 0.5], \\
0.3, & \text{if } x \in [0.5, 1], \\
0, & \text{otherwise.} 
\end{cases} \]

Figure 4.8 displays the image of \( S_0(x, y) \). This new initial condition is also bounded between 0 and 1. For this numerical example, we also consider the time step \( \Delta t = 0.05 \) and use the second example’s velocity given by

\[ v(x, y) = (1 + \sin^2(2\pi x) \sin(2\pi y), 1 + \sin(4\pi x) \cos(2\pi y)) \]

to test our algorithm. We choose a new nonlinear function

\[ \lambda(S) = \frac{S^2}{S^2 + (1 - S)^2}. \]

The coarse and the fine meshes are again \( 20 \times 20 \) and \( 160 \times 160 \) respectively. Same as before, we choose the condition \( \| S^{(m+1)} - S^{(m)} \| \leq 0.0001 \) as the stopping criterion. In this example, we will use the stacked local neural network model presented in Section 3.4 to show the performance of this model.

Figure 4.9 displays the learning curve of fully connected and stacked local neural networks for Example 4. We take about 5000 training data into the neural network and about 1000 validation data to monitor the learning process of the neural network. From the learning curve, we can observe that the stacked local neural network has a more smooth and faster convergence rate than fully connected neural network. This is because the local property reduces a lot of irrelevant network parameters and hence enhances the convergence rate. Moreover, we observed approximately 50% reduction in the training time.
We also test the algorithm with 10 time steps in this final example. Figure 4.10 displays the first 10 time steps computed using our proposed scheme with deep neural network model. The corresponding average values of the reference solution on the coarse grid are shown in the same figure. We observe that these two solutions have very good agreement.

Table 4.4 displays the relative errors of the numerical solution of using our proposed upscaling scheme with stacked local neural network model, using fully connected neural network model and standard coarse-grid finite volume method with upwind flux. We can observe that the first step and final step of relative error of using neural network model are 0.03423 and 0.02812. Also, the relative error of the numerical solution rises slowly when time increases. The stacked local neural network and fully connected neural network model use the same number of training data. The number of weights and bias of the stacked local neural network is about 600,000 and that of fully connected neural network is about 30,000,000 which is 50 times of stacked local neural network. This shows that the memory usage of stacked local neural network is much less than the original fully connected one. Also, the number of epoch need for convergence and relative error of stacked local neural network are smaller than fully connected one. The final comparison is the standard coarse-grid finite volume method with upwind flux. The relative error of the numerical solution at the first time step is 0.10133. We notice that our proposed nonlinear upscaling is able to give better numerical solutions.
Fig. 4.10. Solutions at the first 5 time steps (left) and last 5 time steps (right) for Example 4. First and third columns: upscaled reference solution. Second and Fourth columns: upscaling numerical solution using stacked local neural network.

5. Conclusion. In this paper, we develop deep learning based nonlinear upscaling for nonlinear transport equations with heterogeneous velocity. The technique is based on the recently developed NLMC method. To construct the coarse scale model, local downscaling operations are used to reconstruct fine scale information from coarse grid averages. Due to the nonlinearity of the problem, these local solutions are expensive to compute. To overcome this bottleneck, we propose the use of deep neural network to approximate this procedure. Since a reduced model is used, the learning process is robust, and the resulting neural network gives accurate approximations. With the use of our upscaling model, we only need to learn some local maps. This means that the number of parameters to be trained is much less compared with the learning of a global map. It is this local learning idea that helps the approximation
using the proposed deep neural network method. The proposed approach shows promising numerical results.

Our proposed approach is based on the training of neural networks in oversampling regions. This locality framework has potentials for future developments. In future work, we plan to design local neural networks that allow the use of media properties, physical parameters in the equations and local mesh configuration as inputs. In this case, we expect that only one single neural network is enough, and this network can be applied to a wider class of problems and to many local oversampling regions with various geometries.
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