A NON-INTRUSIVE METHOD TO INFERRING LINEAR PORT-HAMILTONIAN REALIZATIONS USING TIME-DOMAIN DATA∗
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Abstract. Port-Hamiltonian systems have gained a lot of attention in recent years due to their inherent valuable properties in modeling and control. In this paper, we are interested in constructing linear port-Hamiltonian systems from time-domain input-output data. We discuss a non-intrusive methodology that is comprised of two main ingredients—(a) inferring frequency response data from time-domain data and (b) constructing an underlying port-Hamiltonian realization using the inferred frequency response data. We illustrate the proposed methodology by means of two numerical examples and also compare it with two other system identification methods to infer the frequency response from the input-output data.
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1. Introduction. In this paper, we focus on a non-intrusive way for the construction of a class of linear structured systems. Non-intrusive modeling has received a lot of attention recently due to its data-driven nature; see, e.g., [10, 19, 33, 42]. There are primarily two fundamental ways to obtain data leading to data-driven modeling. The first is to experiment in a laboratory to obtain data. This approach is often desirable when very little knowledge is available about the process and parameters. In the second approach, one can simulate a process or model using proprietary software with desired parameters and conditions. Indeed, one can seek to obtain the underlying model in a matrix-vector form; however, it is quite a challenging task to extract the model, or sometimes even impossible due to intellectual property rights. Nevertheless, one can easily obtain simulated data using simulation software. Anyhow, in both cases, the goal is to create a model that describes the data and incorporates (if available) any additional knowledge such as conservation laws, and particular desired properties such as port-Hamiltonian structure.

In this work, our focus lies on inferring linear time-invariant (LTI) port-Hamiltonian (pH) systems using time-domain input-output data. pH systems are structured representations of dynamical systems [23, 31, 37, 38, 40] that typically arise, e.g., from energy-based modeling via bond graphs [9, 16]. Constructing compact and reduced-order models from a complex large-scale pH system is a very active research area. However, all these methods require full knowledge about the model/process, such as model parameters and discretization schemes. As discussed earlier, this may not be possible in several scenarios. Therefore, we focus on pH modeling using only input-output data. With this aim, the authors in [2, 7] proposed realization methods based on frequency-domain measurements. In [2], the author presented a method that uses frequency response data to find a realization, not necessarily in a pH form; however, a linear matrix inequality (LMI) based approach was proposed to find an underlying pH realization. This extends the results presented in [4, 5]. On the other hand, the authors in [7] have extended the Loewner framework [27] in order to directly obtain a pH model by the construction of the Loewner and shifted Loewner pencils in a particular way. However, the
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frequency response data of a system may not be readily available in some applications; see, e.g., [14]. In such applications, it might be easier to obtain time-domain experimental data or collect simulation data for a given input using proprietary software.

One example where a non-intrusive approach of modeling pH systems using time-domain data would be of great importance is modeling gas transport networks. Although there exists a general hierarchy of submodels (see [14]) there is no general model available. In particular, the compressor stations in gas networks do not have a first-principles model, but time-domain input-output data can be obtained. Then, in order to express the whole gas transport system as a single pH model using a network of hierarchies of pH sub-models, a non-intrusive method is of high interest to generate a model for this component. Another example, in this direction, is the modeling of a cable-driven parallel robot [35]. Such models are used to design physics-shaping controllers. Although there have been attempts to analytically build pH models, the analysis in [35] shows the limitations and complexity to derive analytically large and complex pH models. Similar motivating examples can be found, e.g., in power electronics [13] and continuous stirred tank reactors [20].

Having noted various applications, our focus is to identify an underlying pH model of a process using time-domain data. Since there exist tools to build pH models from frequency response data of a system [7], our primary goal is to estimate the frequency response data using the time-domain data. For this, we first impose the linearity assumption on the underlying dynamics. Under this assumption, there exist techniques that allow us to achieve our desired goal; see, e.g., [32]. By combining the ideas discussed in [7] and [32], we propose a procedure to infer an underlying pH realization using time-domain data obtained, e.g., using proprietary software, or in an experimental set-up. Alternatively, one can construct an intermediate state-space realization using standard system identification techniques, e.g., the Multivariable Output-Error State Space (MOESP) method [41] and the Canonical Variate Algorithm (CVA) method [25]. Then, one can again use the results presented in [7] to find a pH realization.

The rest of the paper is structured as follows. In the following section, we introduce the pH framework and present the state-of-the-art methods to infer pH realizations from data. Subsequently, in Section 3, we discuss a time-domain Loewner framework that allows us to infer an underlying pH model using time-domain data. Section 4 demonstrates the proposed procedure by means of two numerical examples and compares it with two different system identification methods: MOESP and CVA. In Section 6, we conclude the paper with a short summary.

2. Port-Hamiltonian systems and previous work. The pH framework is powerful as it inherently encodes underlying physical principles directly into the structure of the system model. An LTI pH system can be written in the following form [4]:

\[
\begin{align*}
\dot{x}(t) &= (J - R)Qx(t) + (F - P)u(t), \\
y(t) &= (F + P)^TQx(t) + (S + N)u(t),
\end{align*}
\]

where \(u(t)\) is the input of the system, \(y(t)\) is the output of the system, \(x(t)\) is the state of the system, \(J \in \mathbb{R}^{n \times n}\) is a skew-symmetric matrix, \(R \in \mathbb{R}^{n \times n}\) is a positive semi-definite matrix, \(F \pm P \in \mathbb{R}^{n \times m}\) are port matrices, \(S + N\) is the feed-through from the input to the output with \(S = S^T \geq 0 \in \mathbb{R}^{m \times m}\), \(N = -N^T \in \mathbb{R}^{m \times m}\), and \(Q \in \mathbb{R}^{n \times n}\) is a positive semi-definite matrix that is associated with the Hamiltonian \(H(x) = \frac{1}{2}x^TQx\). There is a close relationship between pH and passive systems; see, e.g., [4, 11]. To assure that an LTI system of the form (2.1) is passive, the following matrix is also required to be positive semi-definite:

\[
\begin{bmatrix}
R & P \\
P^T & S
\end{bmatrix} \succeq 0.
\]
A model having the pH structure has many intrinsic spectral properties [30]—pH systems are robust under structured perturbations [28, 29], the interconnection of two pH systems results in a pH system [40], and model reduction of large-scale pH systems via Galerkin projection yields low-order systems that inherit the pH structure; see, e.g., [3, 18, 34].

The main contributions, so far, in the direction of inferring pH realizations from data can be found in [2, 7, 12]. The methods in [2, 7] are based on frequency-domain data. The authors in [7] proposed a pH realization method from frequency-domain data based on the Loewner framework [27]. However, the method requires data at the spectral zeros in the spectral directions, which may not be easily available. Therefore, the authors in [7] proposed to infer first a state-space model using the standard Loewner approach and then to obtain samples at the spectral zeros in the spectral directions using the inferred state-space model. This approach is computationally efficient since an underlying pH system can be analytically determined. Recently, in [2], a data-driven method to learning pH systems based on a solution of the passivity LMI [4] is proposed. Moreover, in [12], the authors proposed approaches to realize port-Hamiltonian systems using three different approaches. The goal is to learn a pH system in the form (2.1) for given input-output time-domain data. In these methods, the idea is first to estimate frequency domain data as done in [32], followed by applying the Loewner approach to obtain a state-space model of the form:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \quad x(0) = 0, \\
y(t) &= Cx(t) + Du(t).
\end{align*}
\]

Then, given the system (2.2), the authors seek an underlying pH structure and discuss approaches by means of, e.g., the solution of an LMI or the Lur’e equations, or finding the nearest pH realization, belonging to the set of all admissible passive systems by solving the following optimization problem:

\[
\inf_{J,R,Q,F,P,S} \mathcal{G}(J, R, Q, F, P, S)
\]

subject to \( J^T = -J, Q \succeq 0 \) and \( \begin{bmatrix} R & P \\ P^T & S \end{bmatrix} \succeq 0 \), and where

\[
\mathcal{G}(J, R, Q, F, P, S) = \|A - (J - R)Q\|_F^2 + \|B - (F - P)\|_F^2 \\
+ \|C - (F + P)^TQ\|_F^2 + \|D + D^T\|_F^2 - S\|_F^2,
\]

where \( \|.\|_F \) is the Frobenius norm and \( N \) is set to \( N = \frac{D - D^T}{2} \); see [15] for details. This method allows for a general and versatile realization procedure. However, solving the above optimization problem is a challenging task. Towards this, the authors propose an algorithm to solve this optimization problem based on a fast projected gradient method (FGM) [15]. The method is, in general, faster than the standard projected gradient method for these types of problems where the objective function is non-convex; see [15] for a more detailed discussion. It also requires a restarting procedure to ensure that the algorithm converges. In addition, obtaining a suitable solution for this optimization problem requires choosing a good initial system. The LMI based initialization procedure proposed in [15] works well when the initial system is close to being passive. However, the algorithm may get stuck in a local minimum. Also, solving the LMI may be computationally expensive if the system is large-scale. It is worth noting that only one representation of pH systems is considered. There may be a nearer pH system with another representation, e.g., in pH differential-algebraic equation (DAE) form.

In the following, we discuss a procedure that involves first inferring frequency response data [12, 32]. Then, we directly compute the underlying pH system using the method proposed in [7].
3. Time domain Loewner and port-Hamiltonian realization. Our main objective is to realize a pH system from given time-domain input-output data, either obtained in an experimental set-up or by proprietary software. In essence, we first infer the frequency response data of the system using time-domain input-output data. This problem has been very well studied in the literature; see, e.g., [21, 22, 26], where frequency response data are typically inferred using the impulse response. Alternatively, one can compute a state-space realization using standard system identification methods [26] and then use the resulting state-space realization to compute an equivalent pH realization. Among the most significant methods that can be used in this context are the MOESP method [41] and the CVA method [25]. However, to avoid computing the full state-space realization, we follow the method presented in [32] to estimate the frequency data points at pre-defined interpolation points by designing an appropriate input. This is done by solving a least-squares problem; see [32] for details.

For this, let us assume that we excite the system using an input \( u(t) \) and consider \( K \) samples of \( u(t) \) at the time \( kT_s \), denoted as \( u_k := u(kT_s) \), where \( T_s \) is the sampling time and \( k \in \{0, \ldots, K\} \). Then, using the discrete Fourier transform, we can write

\[
u_k = \sum_{i=0}^{K-1} U_i q_i^k,
\]

where \( U_i \) are the corresponding (discrete) Fourier coefficients, and \( q_i = e^{2\pi i k} \) for \( i \in \{0, \ldots, K-1\} \), \( k \in \{0, \ldots, K-1\} \). Moreover, under the linearity assumption, we can write the output sequence as follows:

\[
y_k = \sum_{i \in \Gamma_r} U_i H_k(q_i) q_i^k,
\]

where \( \Gamma_r = \{i_1, \ldots, i_r\} \) are the indices of the \( r \) non-zero Fourier coefficients \( \{U_1, \ldots, U_r\} \).

Equation (3.1) gives us a direct relationship between the output \( y_k \) and the approximate frequency response data \( H_k \) sampled at the frequency \( q_i \). To estimate the frequency response data of the system, one can solve a least-squares problem of the form:

\[
\hat{H} = \arg \min_{\hat{H}^t, \ldots, \hat{H}_r \in \mathbb{C}} \sum_{k=k_{\min}}^{K-1} \left( y_k - \sum_{l=1}^r U_l \hat{H}_l(q_i) q_i^k \right)^2
\]

with the solution

\[
\hat{H} = [\hat{H}_1, \ldots, \hat{H}_r]^T
\]

and \( k_{\min} \) is chosen such that (3.2) is over-determined and has a unique solution. This is generally true when the system reaches a steady state. We can rewrite (3.2) as

\[
\arg \min_{\hat{H} \in \mathbb{C}^r} \left\| F \hat{H} - \bar{y} \right\|^2_2,
\]

where \( F \in \mathbb{C}^{(K-k_{\min}) \times r} \) is as follows:

\[
F = \begin{bmatrix}
U_{i_1} q_1^{k_{\min}} & \cdots & U_{i_m} q_m^{k_{\min}} \\
\vdots & \ddots & \vdots \\
U_{i_1} q_1^{K-1} & \cdots & U_{i_m} q_m^{K-1}
\end{bmatrix},
\]
and \( \hat{y} = [y_{h_{\min}}, \ldots, y_{K-1}]^T \). A detailed discussion of the solution of this least square problem can be found in [32]. Once we estimate the frequency response data \( \hat{H}_1, \ldots, \hat{H}_r \) at the corresponding interpolation points \( q_1, \ldots, q_r \), the classical Loewner framework can be employed [27]. For this, the first step is to select an even number \( \hat{m} \leq r \) of interpolation points and define \( n := \frac{\hat{m}}{2} \). Then, the set of interpolation points is partitioned into left and right interpolation points: \( q_{i_1}, \ldots, q_{i_{\hat{m}}} \) and \( q_{i_{\hat{m}+1}}, \ldots, q_{i_{2\hat{m}}} \), respectively. Next, we can construct the Loewner and shifted Loewner matrices as follows:

\[
\hat{L} = \begin{bmatrix}
\hat{H}_1 - \hat{H}_{n+1} & \cdots & \hat{H}_1 - \hat{H}_{2n} \\
\hat{H}_1 - \hat{H}_{2n} & \cdots & \hat{H}_{n+1} - \hat{H}_{2n} \\
\vdots & \ddots & \vdots \\
\hat{H}_1 - q_{i_{\hat{m}+1}} & \cdots & \hat{H}_1 - q_{i_{2\hat{m}}} \\
\hat{H}_1 - q_{i_{2\hat{m}}} & \cdots & \hat{H}_1 - q_{i_{\hat{m}+1}}
\end{bmatrix},
\]

\[
\hat{L}_s = \begin{bmatrix}
\hat{H}_1 - q_{i_{\hat{m}+1}} - q_{i_{\hat{m}+1}} & \cdots & \hat{H}_1 - q_{i_{2\hat{m}}} - q_{i_{2\hat{m}}} \\
\hat{H}_1 - q_{i_{2\hat{m}}} - q_{i_{\hat{m}+1}} & \cdots & \hat{H}_1 - q_{i_{\hat{m}+1}} - q_{i_{2\hat{m}}} \\
\vdots & \ddots & \vdots \\
\hat{H}_1 - q_{i_{2\hat{m}}} - q_{i_{\hat{m}+1}} & \cdots & \hat{H}_1 - q_{i_{\hat{m}+1}} - q_{i_{2\hat{m}}}
\end{bmatrix}.
\]

This allows us to infer a discrete-time model in generalized state-space form:

\[
\begin{align*}
\hat{E}x_{k+1} &= \hat{A}x_k + \hat{B}u_k, \\
y_k &= \hat{C}x_k,
\end{align*}
\]

(3.5)

where \( \hat{E} = -\hat{L} \), \( \hat{A} = -\hat{L}_s \), \( \hat{B} = [\hat{H}_1, \ldots, \hat{H}_n]^T \), \( \hat{C} = [\hat{H}_{n+1}, \ldots, \hat{H}_{2n}] \) with the assumption that the pencil \( (s\hat{L}, \hat{L}_s) \) is regular. If it is not regular, then there exists a lower-order model that interpolates the data, which can be obtained by performing a compression step; see [27] for a detailed discussion.

The choice of the input \( u(t) \), the interpolation points, and the number of samples \( K \) should be chosen wisely so that the frequency response data can be estimated up to a satisfactory tolerance in the desired range. Typically, the range of the possible frequencies that can be chosen to estimate the data is:

\[
\left[ \frac{2\pi}{K}, \frac{2\pi(K-1)}{K} \right].
\]

It shows that as the number of samples \( K \) increases, the range of possible frequencies increases. Moreover, the input should also be carefully chosen to span the frequency range of interest and so that it has non-zero Fourier coefficients only for the frequencies corresponding to the pre-defined interpolation points. This also ensures that the matrix \( F \) in (3.4) has low dimensions because the input is sparse in the Fourier-domain. To this purpose, the input is generally chosen to be a sum of cosine and sine signals:

\[
u_k = \frac{1}{K} \sum_{l=1}^{m} (1 + j) \left( \cos \left( \frac{2\pi i_1 k}{K} \right) + j \sin \left( \frac{2\pi i_1 k}{K} \right) \right),\]

where \( k \in \{0, \ldots, K-1\} \) and \( i_1 \) are the pre-defined indices of the non-zero Fourier coefficients. Note that the resulting system (3.5) is a discrete-time system since it is inferred using discrete sampling of input and output. However, a discrete-time system can be transformed into a continuous-time system based on the implicit Euler method where the discrete time frequency
domain variable $z$ is transformed to the continuous time frequency domain variable $s$ with the relation: $z = \frac{1}{1 - s T_z}$. The continuous time system is then computed as:

\begin{equation}
E_c = \hat{E}, \quad A_c = \frac{1}{T_s} (\hat{A} - \hat{E}), \quad B_c = \frac{1}{T_s} \hat{B}, \quad C_c = \hat{C}.
\end{equation}

Notice that in the computation of the discrete-time realization $\hat{D} = 0$. However, in order to compute a pH realization, we need a nonzero $D_c$ matrix. In practice and for the single-input single-output case, it is set to a small value $D_c = 10^{-5}$ in order to regularize the system.

Once we realize the system, we can construct a pH realization as discussed in [7]. In the following, we first define the spectral zeros and zero directions.

**Definition 3.1.** Given a transfer function $H(s)$ of an order $n$ system, the pairs $(s_j, r_j), j \in \{1, \ldots, n\}$, are spectral zeros and zero directions if

\begin{equation}
\Phi(s_j) r_j = 0,
\end{equation}

where $\Phi(s) := H^*(-s) + H(s)$ and $"*"$ denotes the conjugate transpose. For a general state-space representation, these spectral zeros and spectral directions can be computed by solving the generalized eigenvalue problem [6, 36]:

\begin{equation}
\begin{bmatrix}
0 & A_c & B_c \\
A_c^\top & 0 & C_c \\
B_c^\top & C_c & D_c + D_c^\top
\end{bmatrix}
\begin{bmatrix}
p_j \\
q_j \\
r_j
\end{bmatrix} = s_j
\begin{bmatrix}
0 & E_c & 0 \\
-E_c^\top & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
p_j \\
q_j \\
r_j
\end{bmatrix}.
\end{equation}

Now, let us consider data as follows:

\[
H(\lambda_j)r_j = w_j, \quad j \in \{1, \ldots, n\},
\]

where $\lambda_j \in \mathbb{C}^+, j \in \{1, \ldots, n\}$, are the spectral zeros of $H(s)$ in the open right half-plane and $r_j$ are the corresponding zero directions. By making use of (3.7), we also have

\[
r_j^\ast H(-\lambda_j^\ast) = w_j^\ast, \quad j \in \{1, \ldots, n\}.
\]

Next, we define the right tangential interpolation set as $(\lambda_j, r_j, w_j)$ and correspondingly the left as $(-\lambda_j^\ast, r_j^\ast, w_j^\ast)$. Then, using these interpolation conditions, we can obtain the Loewner and shifted Loewner matrices as follows:

\[
\mathbb{L} = \begin{bmatrix}
\frac{r_j^\ast w_1 + \lambda_j^\ast w_1^\ast r_1}{\lambda_1 + \lambda_1^\ast} & \ldots & \frac{r_j^\ast w_n + \lambda_j^\ast w_n^\ast r_n}{\lambda_n + \lambda_n^\ast} \\
\vdots & \ddots & \vdots \\
\frac{r_j^\ast w_1 + \lambda_n^\ast w_1^\ast r_1}{\lambda_n + \lambda_n^\ast} & \ldots & \frac{r_j^\ast w_n + \lambda_n^\ast w_n^\ast r_n}{\lambda_n + \lambda_n^\ast}
\end{bmatrix},
\]

\[
\mathbb{L}_s = \begin{bmatrix}
\frac{\lambda_1 r_j^\ast w_1 + \lambda_1^\ast w_1^\ast r_1}{\lambda_1 + \lambda_1^\ast} & \ldots & \frac{\lambda_n r_j^\ast w_n + \lambda_n^\ast w_n^\ast r_n}{\lambda_n + \lambda_n^\ast} \\
\vdots & \ddots & \vdots \\
\frac{\lambda_1 r_j^\ast w_1 + \lambda_n^\ast w_1^\ast r_1}{\lambda_n + \lambda_n^\ast} & \ldots & \frac{\lambda_n r_j^\ast w_n + \lambda_n^\ast w_n^\ast r_n}{\lambda_n + \lambda_n^\ast}
\end{bmatrix}.
\]

This allows us to construct a state-space realization that also matches the transfer function at infinity as follows:

\begin{equation}
\begin{bmatrix}
E_{pH} \\
A_{pH} \\
C_{pH} \\
D_{pH}
\end{bmatrix} = -\mathbb{L}, \quad
\begin{bmatrix}
A_{pH} \\
C_{pH} \\
D_{pH}
\end{bmatrix} = -\mathbb{L}_s - R^\ast DR,
\end{equation}

It is possible that the realization (3.9) is complex. However, there exists an orthogonal transformation, allowing us to write the realization (3.9) as a real system; see [1]. Moreover, the
system (3.9) can be transformed into pH form, as shown in (2.1), by a similarity transformation and satisfies all the necessary properties for a pH system. For a more detailed discussion, we refer to [7]. The whole procedure is summarized in Algorithm 1.

**Remark 3.2.** In practice, the direct feed-through term $D$ can be estimated by observing the behavior at high frequencies. Moreover, it can also be assessed using the step response of the system. The step response near the time $t = 0$ corresponds to the direct feed-through.

**Remark 3.3.** We note that we estimate the transfer function using the input-output data in a certain time interval. The accuracy of the estimation also depends on the sampling time. Precisely, if the sampling time is small, we can estimate the transfer function more accurately.

### Algorithm 1: Time domain port-Hamiltonian realization

**Input:** $T_s$, $u$, $y$.

**Output:** $(E_{ph}, A_{ph}, B_{ph}, C_{ph}, D_{ph})$.

1. Infer frequency domain data $H$ based on (3.3) using the time domain data $(u, y)$.
2. Using $H$, compute the discrete time system $(E, A, B, C, D)$ as shown in (3.5).
3. Construct the continuous time system $(E_c, A_c, B_c, C_c, D_c)$ according to (3.6).
4. Compute the spectral zeros and zeros directions from the system $(E_c, A_c, B_c, C_c, D_c)$.
5. Use the spectral zeros as interpolation points to construct the pH realization $(E_{ph}, A_{ph}, B_{ph}, C_{ph}, D_{ph})$ as shown in (3.9).

### 4. Numerical experiments.
In this section, we discuss the efficiency of the proposed procedure to identify pH realizations using time-domain input-output data by means of two numerical examples. Furthermore, we assume that the input and output of a system are measured with a sampling period $(T_s)$, and we consider in total $K$ samples. As discussed in Section 3, the input is chosen as a sum of sine and cosine functions of the form as follows:

$$u_k = \frac{1}{K} \sum_{i=1}^{m} (1+j) \left( \cos \left( \frac{2\pi i k}{K} \right) + j \sin \left( \frac{2\pi i k}{K} \right) \right),$$

where $k \in \{0, \ldots, K-1\}$, and $k_{\text{min}}$ is set to $k_{\text{min}} = \frac{1}{2} K$ to ensure that the system has reached a steady state (approximately) after $k_{\text{min}} [32]$. The quantity $\{i_1, \ldots, i_m\}$ are the indices of the interpolation points that have to be chosen a priori for each example. In order to compare the Loewner based method, we construct the intermediate discrete model using other identification methods, namely, MOESP and CVA. We make use of the MATLAB® function `ssest` with an appropriate option setting to identify models using the MOESP and CVA methods, respectively, and for this, we need to specify a priori the order of the model as an input. Once the discrete system is obtained, the same subsequent steps described in Section 3 are followed. All the numerical experiments are done on a AMD Ryzen 7 PRO 4750U processor CPU@1.7 GHz, up to 8 MB cache, 16 GB RAM, Ubuntu 20.04 LTS, MATLABversion 9.8.0.1323502(R2020a) 64-bit(glnxa64).

**4.1. RLC circuit.** First, we consider an RLC ladder circuit with 100 resistors, capacitors, and inductors [17]. To identify the system, we preset the number of input-output samples to be collected equal to $K = 10000$ with a sampling period $T_s = 10^{-2}$. Then, we select $m = 100$ interpolation points from the set of frequencies $q_i = e^{2\pi i q/k}$ with $i \in \{0, \ldots, K-1\}$. The $m$ points are selected as follows: $\frac{m}{2}$ points are chosen such that their indices $\{i_1, \ldots, i_{m/2}\}$ are logarithmically equidistant in the range $\{0, \ldots, K-1\}$. This results in the choice of $\frac{m}{2}$ interpolation points $\{q_1, \ldots, q_{m/2}\} \in \{q_0, \ldots, q_{K-1}\}$. The other $\frac{m}{2}$ interpolation points are
selected such that the set is closed under complex conjugation. The input is constructed from the indices of these interpolation points \( \{i_1, \ldots, i_m\} \) as shown in (4.1). The output response of the system to the chosen input is measured and the input-output data is collected.

The selected interpolation points are then used to compute a discrete-time realization using the Loewner framework, as explained in Section 3. To compare the proposed methodology, we use MOESP and CVA methods to identify discrete-time systems using the same input-output data. Once the discrete-time system is obtained, we determine a continuous-time system based on the backward Euler method. Assuming that the continuous-time system is minimal and passive, we can determine the pH realization as described in Section 3. This procedure is repeated using different state-space realization orders.

To compare the quality of these methods, we compute the \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) errors between the original and identified models, which are reported in Figure 4.1. It shows that the \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) errors with respect to the order of the obtained realization using various approaches. The figure suggests that there is no superior performance of an approach over the others, and the quality of the identified models depends on the chosen order as well as on the approach.

However, we would like to emphasize that a suitable choice of order of the realization needs to be given for MOESP and CVA as an input, which is not known in advance. On the other hand, using the Loewner approach, we can determine a proper order based on the decay of the singular values of the Loewner pencil. This is a substantial advantage of the Loewner approach compared to the other methods.

**Remark 4.1.** Notice that the \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \)-norms for the Loewner approach in Figure 4.1 does not go beyond order \( n = 9 \). This is due to the truncation step that is implemented in the Loewner approach. Any order that is higher than 9 will be truncated as the corresponding singular values are very small.

Furthermore, to compare the transfer functions of the original and identified models, we construct models using various approaches by setting the order \( n = 6 \). The Bode plots of the original and the realized pH systems are shown in Figure 4.2. The figure shows that all three methods can be used to identify the system using input-output data. Moreover, the quality of all these approaches is comparable with the CVA approach behaving slightly poorly compared to the others. Furthermore, we compare the transient response of the original and realized
models using the input:

(4.2) \[ u(t) = \sin(t) + \sin(2t) + \sin(0.5t). \]

The resulting response is shown in Figure 4.3. It shows that all the realized models follow the original system very well.

In addition, we make a note of the computational cost of the approaches that are listed in Table 4.1. In our vanilla implementation, we observe that the Loewner method was much faster than the other two methods. A potential reason for the Loewner approach to be faster could be that we solve a customized optimization problem to identify the transfer function at the specific frequencies that are present in the input. On the other hand, MOESP and CVA methods are more general and do not benefit from the specific choice of frequencies. Hence, the Loewner method can be of particular interest for a large data set when the input contains a few frequency components.
white noise of a certain level. Note that the norm of noise added at a given time is relative to the magnitude of the output at that instance. To measure the performance of the approaches, we compare the $H_2$ and $H_\infty$ norms of the error system between the original and identified realizations by considering different levels of noise. We identify the realization of order $n = 6$ by the Loewner, MOESP, and CVA approaches, and we change the level of the noise by considering a Gaussian white noise with different standard deviations, i.e., $\sigma \in \{10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}\}$. The $H_2$ and $H_\infty$-norms of the error systems are compared in Tables 4.2 and 4.3. This empirical study shows that all three methods are robust to noise. Although, the error for the Loewner method increases slightly with an increased noise level, it is still better than the other methods in terms of error, even for higher noise levels. Overall, these approaches work very well under noise, and this experiment shows their robustness behavior to the noise in measurement data.

4.2. Spiral inductor PEEC model. As the next example, we consider modeling a proximity sensor constituted of a spiral inductor and a plane of copper on top of the spiral. An equivalent circuit is obtained using the partial element equivalent circuit (PEEC) technique, and that is used to model the system as described in [24]. The model is available as part of the MORwiki benchmark collection [39].

For this example, we also collected 10 000 input-output samples as done in the previous example. Next, we identify the state-space realization of different orders by employing the

$$\begin{array}{c|c|c|c|c|c|c}
\text{Method} & \text{Loewner} & \text{MOESP} & \text{CVA} \\
\hline
\text{CPU Time} & 0.15s & 4.87s & 3.36s \\
\end{array}$$

$$\begin{array}{c|c|c|c|c|c|c|c|c|c}
\text{Method} & 0 & 10^{-6} & 10^{-5} & 10^{-4} & 10^{-3} & 10^{-2} \\
\hline
\text{Loewner} & 1.9 \cdot 10^{-3} & 1.9 \cdot 10^{-3} & 1.9 \cdot 10^{-3} & 2.0 \cdot 10^{-3} & 6.8 \cdot 10^{-4} & 5.1 \cdot 10^{-3} \\
\text{MOESP} & 3.7 \cdot 10^{-3} & 4.9 \cdot 10^{-3} & 5.1 \cdot 10^{-3} & 5.7 \cdot 10^{-3} & 7.6 \cdot 10^{-3} & 7.9 \cdot 10^{-3} \\
\text{CVA} & 5.9 \cdot 10^{-3} & 3.1 \cdot 10^{-3} & 3.8 \cdot 10^{-3} & 7.2 \cdot 10^{-3} & 9.3 \cdot 10^{-3} & 7.7 \cdot 10^{-3} \\
\end{array}$$
Loewner, MOESP, and CVA approaches. To assess the performance of these approaches, we compare the $\mathcal{H}_2$ and $\mathcal{H}_\infty$-norms of the error between the original and identified realizations in Figure 4.4. We notice that the maximum order achieved using the Loewner, MOESP, and CVA is 6, 7, and 8, respectively. Moreover, like the previous example, we observe that there is no clear superior method among the three considered approaches.

Next, for illustration, we plot the transfer functions of the identified realizations using the considered approaches for order $n = 5$ in Figure 4.5. The plot shows that all methods faithfully capture the behavior of the transfer function very well; however, in this case, the Loewner method seems to perform better, at least for lower frequencies. Moreover, we compare the transient responses of the realized systems with the original system’s one in Figure 4.6 using the input

$$u(t) = 10(\sin(t) + \sin(10^3 t) + \sin(0.25 t))e^{-0.1t}.$$ 

We also observe that all realized systems follow the transient behavior of the original systems, with the Loewner realization being slightly better than the other considered approaches. It is important to notice that using higher orders not achievable by the Loewner approach, slightly smaller errors can be obtained using MOESP and CVA methods.

Moreover, we again report the computational time required to identify the models using various approaches in Table 4.4, where we note that the Loewner approach needed the least computational time.

**Measurement noise.** In order to test the robustness of the methods to noise, we conduct the same experiment described in the first example. For this scenario, we fix the order to $n = 4$ and identify the realization by employing all three approaches under data being corrupted with Gaussian white noise. We corrupt the data, as described in the previous example. Next, in Tables 4.5 and 4.6, we compare the performance of the approaches by computing the $\mathcal{H}_2$ and
5. Discussion. We would like to stress the point that we particularly focus on estimating the transfer functions at specific frequency points using the input and output data on a certain time interval with a specific sampling time. It is followed by employing the Loewner approach [27] to construct a realization. The accuracy of the transfer function’s estimation depends on the sampling time. Precisely, if the sampling time is small, we can estimate the transfer function more accurately. Furthermore, the number of samples also has an influence on the estimation, i.e., the more samples, the better the estimation of the transfer function. Last but not least, the design of the input should be such that it captures a wide range of frequencies or at least the range of frequencies of interest so that we have a good estimate of the transfer function in the desired range of the frequency.
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MOESP and CVA approaches require a predefined order of the realization, and one typically
determines a good order by trial and test; whereas, Loewner offers an edge by allowing us
to determine a suitable order by directly looking at the decay of the singular values of the
Loewner pencil. It comes with almost no additional computational cost. Furthermore, we
have studied the robustness of all three approaches, and our empirical study showed that these
methods are quite robust to the various levels of Gaussian white noise.

When applying the time-domain Loewner [8], one has to consider that the input is carefully
chosen to make the least-squares problem (3.3) solvable and the computation time relatively
small. The problem is set up carefully such that it allows us to estimate the transfer function at
the specific frequency points that are also present in the input. Hence, the Loewner approach
apparently is computationally cheaper as compared to MOESP and CVA methods. This is
what we have observed in our numerical experiments as well. Moreover, we mention that
MOESP and CVA approaches require a predefined order of the realization, and one typically
determines a good order by trial and test; whereas, Loewner offers an edge by allowing us
to determine a suitable order by directly looking at the decay of the singular values of the
Loewner pencil. It comes with almost no additional computational cost. Furthermore, we
have studied the robustness of all three approaches, and our empirical study showed that these
methods are quite robust to the various levels of Gaussian white noise.

6. Conclusions. In this paper, we have discussed a procedure to infer a port Hamiltonian
realization using time-domain input-output data. For this, we have first estimated the frequency
response data using time-domain input-output measurements. It is followed by employing the
methodology proposed in [7] that yields a port-Hamiltonian realization. We have illustrated
the proposed procedure using two numerical examples and compared it with two other popular
system identification techniques. We have observed that all three methodologies to construct
an intermediate realization have shown their competitive performance. Furthermore, in this
study, we noticed the importance of input choice. The input has to excite the frequencies that
have the most significant impact on the system’s response. If these are not known in advance,
then one has to excite a large range of frequencies. As further research, one could further
study the choice of the input and its composing frequency components in an adaptive way
such that only the most contributing frequencies to the system response are considered.

Code availability. A MATLAB implementation to reproduce the results presented in
this paper can be found at https://gitlab.mpi-magdeburg.mpg.de/cherifi/
ph-realizations-from-time-domain-data.
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