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Abstract. Consider a simply connected domain \( \Omega \subset \mathbb{R}^2 \) with boundary \( \partial \Omega \) that is given by a smooth function \( \varphi : [a, b] \to \mathbb{R}^2 \). Our goal is to calculate a diffeomorphism \( \Phi : B_1(0) \to \Omega \), \( B_1(0) \) the open unit disk in \( \mathbb{R}^2 \). We present two different methods where both methods are able to handle boundaries \( \partial \Omega \) that are not star-shaped. The first method is based on an optimization algorithm that optimizes the curvature of the boundary, and the second method is based on the physical principle of minimizing a potential energy. Both methods construct first a homotopy between the boundary \( \partial B_1(0) \) and \( \partial \Omega \) and then extend the boundary homotopy to the inside of the domains. Numerical examples show that the method is applicable to a wide variety of domains \( \Omega \).
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1. Introduction. Consider being given a boundary curve \( \Gamma \) for a simply connected region \( \Omega \) in the plane \( \mathbb{R}^2 \). This is usually given as a function \( \varphi : [a, b] \to \mathbb{R}^2 \) for some interval \([a, b]\). We want to create a 1-1 function \( \Phi \) from the unit disk \( B_1 \) onto \( \Omega \) with \( \Phi|_{\Gamma} \equiv \varphi \). In addition, we want to approximate the first derivatives of \( \Phi \) and its Jacobian. The curve \( \Gamma \) is assumed to be smooth, with \( \varphi \in C^2[a, b] \), and it is further assumed that \( \varphi, \varphi', \varphi'' \) can be computed explicitly.

Creating \( \Phi \) is a several-step process. We begin by finding the arc length parametrization of \( \Gamma \). For a given \( n \), an equal subdivision of \( \Gamma \) into \( n \) subintervals of equal arc length is created. From it, we create a cubic spline interpolant of \( \Gamma \), using the nodes associated with the \( n \) subdivisions of \( \Gamma \). This is discussed in Section 2. We then vary this spline function to reduce its variation from a circle of the same arc length. We propose two different approaches to do this, to be discussed in Sections 3 and 4. These methods produce a sequence of boundaries, starting with \( \Gamma \) and going to a circle \( C \) of equal arc length. Using the reverse sequence of these boundaries, a mapping from the unit disk is created by solving a suitable differential equation; cf. Section 5.

This problem was explored earlier in [1, Chapter 3] and [2], but it was restricted mainly to regions \( \Omega \) that are starlike with respect to some point in the region. Methods based on interpolation of the boundary function \( \varphi \) were studied. In addition, an iterative method was introduced to improve the choices of \( \Phi \). The methods proposed in this paper can also be used for regions that are not starlike. For other papers concerned with this problem, see [9, 10, 11]. In [4] the optimization of geometries with respect to certain criteria are discussed. This is kind of an opposite problem to the one presented here as the final shape (a circle) is known, but still a transformation has to be constructed.

In the book [1], boundary value problems for partial differential equations are solved over regions that can be transformed to a unit disk. This requires being able to carry out such a transformation, and the present paper shows how to do this. In a further article, the ideas of this paper will be applied to the solution of partial differential equations.
2. Boundary preliminaries. Let the boundary $\Gamma$ be given by $\varphi \in C [a, b]$. To calculate its circumference, apply numerical integration to

\begin{equation}
L \equiv \int_a^b \vert \varphi'(u) \vert \, du.
\end{equation}

The trapezoidal rule is a logical choice because of the periodicity of the integrand over the interval $[a, b]$.

Let $\sigma$ denote the arc length as a function of the given parametrization variable $\tau$:

\[ \sigma(\tau) = \int_a^\tau \vert \varphi'(u) \vert \, du, \quad a \leq \tau \leq b. \]

Let $\psi \in C^2 [0, L]$ denote the inverse of $\sigma$. It satisfies

\[ t = \sigma(\psi(t)) = \int_0^{\psi(t)} \vert \varphi'(u) \vert \, du, \quad 0 \leq t \leq L. \]

Differentiating yields

\[ 1 = \vert \varphi'(\psi(t)) \vert \psi'(t). \]

Thus, $\psi(t)$ is the solution of the initial value problem

\[ \psi'(t) = \frac{1}{\vert \varphi'(\psi(t)) \vert}, \quad 0 \leq t \leq L, \]

with $\psi(0) = 0$. An ode solver (say `ode113` or `ode45` within MATLAB) is used to evaluate the solution at $n$ evenly spaced points, with $h = L/n$ the arc length between adjacent evenly spaced nodes. Denote these nodes by $x_0, x_1, \ldots, x_n$, with $x_n = x_0$, and let $\{t_0, t_1, \ldots, t_n\}$ denote the corresponding arc lengths of the nodes from $x_0$. These are extended periodically, e.g., $x_j = x_{j+n}$, and let $\{t_j\}$ also be extended periodically, e.g., $t_{j+n} = t_j \pm L$.

We replace the parametrization of $\Gamma$ with a periodic cubic spline that interpolates $\Gamma$ at the nodes. Denote this cubic spline by $\eta \in C^2_{p}[0, L]$, a periodic $C^2$-function on $(-\infty, \infty)$ with

\[ \eta(t_i) = x_i, \quad i = 0, 1, \ldots, n. \]

The equal spacing of the arc length parameters $\{t_i\}$ leads to a simple representation for $\eta$.

Introduce the cubic B-spline

\[ B(u) = \frac{1}{6} \left\{ (4-u)^3_+ + 4(3-u)^3_+ + 6(2-u)^3_+ + 4(1-u)^3_+ + (0-u)^3_+ \right\}, \]

where

\[ (y)^3 = \begin{cases} y^3, & y \geq 0, \\ 0, & y < 0. \end{cases} \]

See Figure 2.1. The support of $B(t)$ is $(0, 4)$. Introduce

\[ B(x, j; h) = B((x-t_j)/h), \quad -\infty < x < \infty, \quad j = 0, \pm 1, \pm 2, \ldots \]

The support of $B(x, j, h)$ is $(t_j, t_{j+4})$. 

We want a function

\[ p(x) = \sum_{j=-\infty}^{\infty} \alpha_j B(x; j; h). \]

To make this periodic with period \( L = nh \), we make the coefficients \( \alpha_j \in \mathbb{R}^2 \) periodic in \( j \) with period \( n \),

\[ \alpha_{j+n} = \alpha_j, \quad j = 0, \pm 1, \pm 2, \ldots \]

Consider interpolation of a periodic function \( f(t) \) at the nodes \( \{t_j\} \), with \( L \) an integer multiple of the period of \( f \). For this we must solve the linear system

\[ \sum_{j=-\infty}^{\infty} \alpha_j B(t_i; j; h) = f(t_i), \quad i = 0, \pm 1, \pm 2, \ldots \]

We need to consider only the case of \( i = 1, \ldots, n \) because of periodicity. The resulting linear system for \( \{\alpha_1, \ldots, \alpha_n\} \) is diagonally dominant with diagonal elements \( \frac{2}{3} \) and the off-diagonal elements in each equation summing up to \( \frac{1}{3} \). The matrix of coefficients is

\[
\begin{bmatrix}
  4 & 1 & 0 & \cdots & 0 & 1 \\
 1 & 4 & 1 & 0 & \cdots & 0 \\
 0 & 1 & 4 & 1 & 0 & \cdots & 0 \\
 0 & \cdots & 0 & 1 & 4 & 1 & 0 & \cdots & 0 \\
 1 & 0 & \cdots & 0 & 1 & 4 & 1 & 0 & \cdots & 0 \\
 \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
 0 & \cdots & 0 & 1 & 4 & 1 & 0 & \cdots & 0 & 1 \\
 1 & 0 & \cdots & 0 & 1 & 4 & 1 & 0 & \cdots & 0
\end{bmatrix}
\]

This proves the existence of a unique solution \( p(x; h) \) to the interpolation problem, and it will be periodic. It will also be a cubic spline function with knots \( \{t_0, t_1, \ldots, t_n\} \). The cost of solving the system (2.3) is \( O(n) \). This spline interpolation is applied to both components of the parametrization \( \varphi(\psi(t)), 0 \leq t \leq L \).
3. Moving toward a circle by using optimization. Before we discuss two different methods to connect the boundary $\Gamma$ to a circle $C$ with the same arc length in the current and following section, we like to remark why we did not choose to use the 'obvious' way of connecting the two curves. By the obvious way we denote the following homotopy: Assume that $p(x), x \in [0, L]$, is an arc length parametrization of $\Gamma$ and $q(x), x \in [0, L]$, is an arc length parametrization of the circle $C$. Then one can define the homotopy $H(t, x), (t, x) \in [0, 1] \times [0, L]$, by

$$H(t, x) = (1 - t)p(x) + tq(x).$$

It turns out that this approach has two problems. First, it is not clear that the intermediate curves $H(t, \cdot), 0 < t < 1$, are simple closed curves that enclose an open domain. Second, when we used this transformation to construct a mapping of the disk to $\Omega$, the resulting mappings for the enclosed region (see Section 5) seem to show a wide variation of the Jacobian. Therefore we looked at alternative methods to map $C$ to $\Gamma$, and two methods that we discovered are presented below.

Consider perturbing the coefficients in (2.2), producing a new spline formula:

$$p(x; \delta) = \sum_{j=-\infty}^{\infty} (\alpha_j + \delta_j)B(x, j; h),$$

with the $\delta_j \in \mathbb{R}^2$ periodic in $j$ with period $n$. Proceed by making the curvature closer to that of a circle with circumference $L$, which has constant curvature

$$\frac{2\pi}{L}.$$

Calculate the curvature of the modified curve at each $x_j$ as

$$\kappa(x_j; \delta) = \frac{p'(x_j; \delta)q''(x_j; \delta) - p''(x_j; \delta)q'(x_j; \delta)}{(p'(x_j; \delta)^2 + q'(x_j; \delta)^2)^{3/2}}.$$

Note the use of subscripts for the 2-vector $p(x; \delta)$. The distance between nodes is maintained by requiring

$$|p(x_{j-1}; \delta_{j-1}) - p(x_j; \delta_j)| = h, \quad j = 1, \ldots, n.$$

This places $n$ constraints on the $2n$ real variables $\{\delta_j\}$. To restrict the growth of $\delta$, size restrictions are placed on $\{\delta_1, \ldots, \delta_n\}$,

$$|\delta_j| \leq A, \quad j = 1, \ldots, n,$$

for some $A > 0$. Finally, the restriction

$$\delta_0 = 0$$

is used to fix the curve with respect to the node $x_0$.

To make the curvature closer to that of (3.2), introduce the function

$$f(\delta) = \sum_{j=1}^{n} w_j \left( \kappa(x_j; \delta) - \frac{2\pi}{L} \right)^2.$$
with \( \{w_j\} \) positive weights summing up to 1. We use both equal weights and weights proportional to the curvature of the original curve \( \Gamma \). The choice of \( \delta \) in (3.1) comes from optimizing \( f(\delta) \) subject to the constraints (3.3)–(3.5). In our examples, we have used \texttt{fmincon} from the MATLAB optimization library. For the weights \( \{w_j\} \), we alternate between equal weights and weights proportional to the absolute value of the curvature on the original curve at the nodes \( \{x_j\} \). This alternation has led experimentally to a more robust iteration. Using just one choice of \( \{w_j\} \) also converges, although not as rapidly.

As will be explained further in Section 5, we need a sequence of changes in \( \Gamma \) with an ‘easy change’ from each member of the sequence to the next element of the sequence. We control this in part by our choice of the constant \( A \) in (3.4). However, too small a choice for \( A \) often slows the iteration a great deal.

**Example 3.1.** Consider the ‘Pacman’ boundary given by

\[
\varphi(u) = (1 + a \cos(u)) \begin{bmatrix} \cos(f \sin(u)) \\ \sin(f \sin(u)) \end{bmatrix}, \quad 0 \leq u \leq 2\pi,
\]

with \( a = 0.5 \) and \( f = \pi - 0.2 \). It is illustrated in Figure 3.1 with \( n = 100 \) nodes created using subdivisions according to arc length, indicated by \( o \). The curvature with respect to arc length is shown in Figure 3.2. The arc length (2.1) was approximated using the trapezoidal rule with \( m = 300 \) subdivisions; the arc length is approximately \( L \approx 12.2356817 \). The maximum deviation of the interpolatory spline from the true curve was 0.00463, although it was much less at most points. The deviation was greatest at the points of maximum curvature. The region interior to \( \Gamma \) is not starlike with respect to any point, and therefore the ideas in [2] are not applicable.

Apply the optimization method associated with (3.3)–(3.6), and use \( A = 1.0 \) for the bound for the perturbations in \( \delta \). The iterates are shown in Figure 3.3. The equally spaced points on the final circle are marked by \( o \). The iterations have the repeating pattern of red, green, and blue. The final iterate is a circle of approximate radius

\[
R = \frac{L}{2\pi} \approx \frac{12.2356817}{2\pi} \approx 1.94737.
\]

The curvature of the final circle should be \( 1/R \approx 0.51351 \), and the curvature of the final circular curve in Figure 3.3 varies over \([0.5125, 0.5145]\).
EXAMPLE 3.2. Consider the boundary $\Gamma$ given by

\begin{equation}
\varphi(u) = \left[ \frac{5 + \sin u - 1.5 \sin(3u) - \cos(5u)}{5 + \sin u + \sin(3u) - 3 \cos(5u)} \right] \sin u, \quad 0 \leq u \leq 2\pi.
\end{equation}

It is displayed in Figure 3.4 with $n = 100$ nodes created using subdivisions according to arc length, indicated by $\odot$. It will be referred to as an amoeba boundary. The arc length (2.1) was approximated using the trapezoidal rule with $m = 300$ subdivisions; the arc length is approximately $L \approx 57.253363$. The curvature with respect to arc length is shown in Figure 3.5. The maximum deviation of the interpolatory spline from the true curve was 0.063, although it was much less at most points. The deviation was greatest at the points of maximum curvature.
The region interior to $\Gamma$ is not starlike with respect to any point, and therefore the ideas in [2] are not applicable.

Apply the optimization method associated with (3.3)–(3.6). Equal weights $\{w_j\}$ are used in (3.6). Use $A = 2.0$ for the bound for the perturbations in $\delta$ and $n = 100$. The iterates are presented in Figure 3.6. The iterations have the repeating pattern of red, green, and blue. The final iterate is a circle of approximate radius

$$R = \frac{L}{2\pi} \pm \frac{57.253363}{2\pi} \pm 9.11216.$$ 

The curvature of the final circle should be $1/R \approx 0.109744$, and the curvature of the final circular curve in Figure 3.6 varies over $[0.10960, 0.10983]$. 

FIG. 3.4. Amoeba $\varphi(u)$ over $[0, 2\pi]$. '*' indicates the maximum curvature.

FIG. 3.5. Curvature of (3.7) with respect to arc length.
4. Moving toward a circle by minimizing energy. As in the previous Section 3, we assume that the boundary $\Gamma$ is given by a function $p(x)$ (see (2.2)) and that $0 \leq x \leq L$ is the arc length parameter. So the points $p_i = p(iL/n)$ have an approximately equal spacing

$$|p_i - p_{i+1}| \approx \frac{L}{n}.$$ 

In practice this condition is better satisfied if $n$ is increased, but we will assume

$$|p_i - p_{i+1}| = \frac{L}{n} \equiv \Delta$$

in the following to simplify the presentation of the algorithm. Figure 3.1 displays an example of the Pacman boundary $\Gamma$ and $p_i, i = 1, \ldots, 100$.

The idea for our algorithm comes from a physical experiment. Assume that we have a flexible closed conductor loop in the shape of $\Gamma$ that is charged sufficiently high. Then the loop will unfold and take the shape of a circle to minimize the potential energy. A discrete version of this experiment is that we have metallic pearls attached equidistantly along a string in the shape of $\Gamma$ and the pearls all carry the same electrical charge. We call these pearls charges in the following. The connection between two charges is rigid, so the distance between the charges is fixed. If the charges can move and the charge is sufficiently high, then they will move into the positions of a regular $n$-gon to minimize the energy.

The differential algebraic equation (DAE) for this situation is the following:

$$(4.1) \quad p''_i(t) = \sum_{j=1, j \neq i}^{n} \frac{1}{|p_i(t) - p_j(t)|^3} (p_i(t) - p_j(t)), \quad i = 1, \ldots, n, \quad t > 0,$$

$$(4.2) \quad \Delta^2 = \begin{cases} |p_i - p_{i+1}|^2, & i = 1, \ldots, n - 1, \\ |p_n - p_1|^2. & \end{cases}$$
Here we assume that the position \( p_i \) of the charge \( i \) depends on time \( t \geq 0 \), and we have set all physical constants equal to 1. The initial conditions \( p_i(0) \) are given by their initial position along \( \Gamma \), as in the above Figure 3.1.

There are two problems with the above formulation. First, equation (4.1) conserves energy, so if the charges \( p_i \) move towards their position along the regular \( n \)-gon, they have an excess of kinetic energy and will be oscillating around their position in the \( n \)-gon. To remove energy from the above system we will include a friction term defined by a constant \( \alpha > 0 \) that will determine how fast the charges will loose their kinetic energy.

Second, the final position of the \( n \)-gon is determined by the differential equation (4.1), but once the charges are in the final position, the energy is not changed if we move the \( n \)-gon or rotate it. Numerically we will need to ensure (4.2) by using Newton’s method. Our numerical experiments showed that eliminating these two degrees of freedom (straight movement and rotation) simplifies the numerical implementation. We remove these two degrees of freedom by fixing the positions of \( p_1(t) \) (no straight movements anymore) and \( p_n(t) \) (no rotational freedom anymore). Instead of \( p_1 \) and \( p_n \) we could have chosen any other neighboring pair of charges.

These two modifications lead to our final DAE

\[
\frac{d^2}{dt^2} p_i(t) = \frac{1}{\prod_{j=1, j\neq i}^{n} |p_i(t) - p_j(t)|^3} (p_i(t) - p_j(t)) - \alpha p_i(t), \quad i = 2, \ldots, n-1, \quad t > 0,
\]

\[
\Delta^2 = |p_i - p_{i+1}|^2, \quad i = 1, \ldots, n-1.
\]

To simplify the notation we introduce a vector of all movable charge positions (from now on we consider \( p_1 \) and \( p_n \) as constants):

\[ P(t) = (p_2(t), \ldots, p_{n-1}(t))^T \in \mathbb{R}^{2(n-2)} \]

and the function
\[
g(P(t)) = ([p_1 - p_2(t)]^2 - \Delta^2, [p_2(t) - p_3(t)]^2 - \Delta^2, \ldots, [p_{n-1}(t) - p_n]^2 - \Delta^2)^T \in \mathbb{R}^{n-1}.
\]

Now the above differential algebraic system can be written as

\[
P''(t) = F(P(t), P'(t)), \quad t > 0,
\]

\[
g(P(t)) = 0 \quad \in \mathbb{R}^{n-1},
\]

with initial condition \( P(0) = P_0 = (p_2, \ldots, p_{n-1}) \) and \( F \) defined according to (4.3).

We use an Euler-Lagrange formulation (see [7, VI.5]) and add constraint forces that will enforce \( g(P(t)) = 0 \):

\[
P''(t) = F(P(t), P'(t)) - G^T(P(t))\lambda(t), \quad t > 0,
\]

\[
g(P(t)) = 0 \quad \in \mathbb{R}^{n-1},
\]

where \( G(P(t)) = \left( \frac{\partial g_i(P(t))}{\partial p_j} \right)_{i,j} \) is the Jacobi matrix and \( \lambda = (\lambda_1(t), \ldots, \lambda_{n-1}(t)) \) are Lagrange multipliers.

Lastly, we transform the above system into a system of order 1 by introducing the velocity vector \( Q(t) \):

\[ Q(t) = P'(t). \]
Then the above second-order differential algebraic system can be written as

\[ P'(t) = Q(t), \]
\[ Q'(t) = F(P(t), Q(t)) - G^T(P(t))\lambda(t), \quad t > 0, \]
\[ g(P(t)) = 0. \]

This is a DAE of index 3; see [7]. Before we start to solve this equation numerically, there are two questions: What value we use for \( \alpha \) and on which time interval \([0, T]\) we solve the DAE (4.4), (4.5).

In our experiments we found that a range of \( \alpha \in [1, 20] \) leads to a fast convergence of \( P(t) \) to a regular \( n \)-gon. In general a larger \( \alpha \) means it takes longer to reach the \( n \)-gon position, but a larger \( \alpha \) also leads to a smoother movement of the charges towards their final position.

To determine \( T \) we monitor how far away from a circle the charges \( P(t) \) are. Once we find a circle such that all points in \( P(t) \) are within \( \varepsilon > 0 \) of the circle, we stop the time integration. In our experiments we use \( \varepsilon = 0.01 \). We have implemented this in the following way: Given a set of points \( p_i, i = 1, \ldots, n \), we calculate the center

\[ C = \frac{1}{n} \sum_{i=1}^{n} p_i \]

of the points and an average radius

\[ R = \frac{1}{n} \sum_{i=1}^{n} |p_i - C|. \]

We stop the time integration once

\[ \min_{i=1}^{n} \left| p_i - C \right| - R \leq \varepsilon. \]

To solve the DAE (4.4), (4.5) we use a backward difference method (BDF of order 2; see [6, III.6]) with a Newton method to solve the nonlinear equation system in each step. The step length is variable such that the estimated local integration error is smaller than a given tolerance \( \tau \), \( \tau = 0.001 \) in our experiments. At the end of the numerical integration we have a sequence \( \tilde{P}(t_i), i = 0, \ldots, N_T, t_0 = 0, t_{N_T} = T \).

Then we get a numerical approximation \( \tilde{P}(t), t \in [0, T] \), for \( P(t) \). Here we can use again spline interpolation or piecewise linear interpolation to extend \( \tilde{P}(t_i) \) to the interval \( [0, T] \). As in Section 3, the final movement from the circle \( \tilde{P}(T) \) to \( \Gamma \) that corresponds to \( \tilde{P}(0) \) is given by time reversal \( \tilde{P}(T - t), t \in [0, T] \).

Figures 4.1 and 4.2 display the trajectories of \( \tilde{P}(t) \) that move the points from \( \Gamma \) in Figure 3.1 to a circle \( C \); here the friction parameters are \( \alpha = 5 \) in Figure 4.1 and \( \alpha = 15 \) in Figure 4.2. For a fixed \( t, 0 < t < T \), we have a sequence of points in \( \tilde{P}(T - t) \) that represent an intermediate curve between a circle, \( t = 0 \), and \( \Gamma, t = T \). By using spline interpolation we can expand the points at \( T - t \) to a continuous curve. Together with the above mentioned interpolation in time we have found a homotopy between a circle and \( \Gamma \), which we will denote by

\[ H(t, x), (t, x) \in [0, T] \times [0, L], \]

where for a constant \( iL/n, H(\cdot, iL/n) \) is given by, for example, piecewise linear interpolation in time of the values of \( \tilde{P}(t_i) \), and for a fixed \( t \), \( H(t, \cdot) \) is given by periodic spline interpolation of the \( H(t, iL/n), i = 0, \ldots, n \).
The numerical function $H$ depends on $n$, the discretization of $\Gamma$, $\alpha$, $\epsilon$, and $\tau$, but we will in general not indicate this dependence.

Similar to this section, the optimization method described in Section 3 also leads to a homotopy $H(t, x)$. In the previous Section 3 the optimization function produced a sequence of boundary curves $\tilde{\Gamma}_0$ to $\tilde{\Gamma}_N$ (in opposite order). Each curve $\tilde{\Gamma}_i$ is given by a spline function $p_i(x)$ with arc length parameter $x \in [0, L]$. Remember $\tilde{\Gamma}_0$ is a circle and $\tilde{\Gamma}_N = \partial\Omega$. Typically, $N$ is much smaller than the number $N_T$ of the intermediate curves of the current section. By choosing $A$ (see (3.4)) small enough we can assume that all curves $\tilde{\Gamma}_i$, $i = 1, \ldots, N$, are simple and can be connected without self-intersection. The connecting curves can be, for example, given by straight lines or splines. We introduce an artificial time $t$, $0 \leq t \leq N$, and this defines a homotopy

$$\tilde{H}(t, x), (t, x) \in [0, N] \times [0, L]$$

between $\tilde{\Gamma}_0$ and $\partial\Omega = \tilde{\Gamma}_N$. We will denote $\tilde{H}$ also by $H$ in the following sections and write $T$ instead of $N$.

In conclusion, we have described two algorithms that lead to a homotopy between a circle $C$ of circumference $L$ and a given curve $\Gamma$ of length $L$. These homotopies $H$ will be the foundation for the algorithm in Section 5, where we will construct a mapping between the disk with boundary $C$ and the domain $\Omega$ that is bounded by $\Gamma$.

5. Mapping the disk to $\Omega$. Following Sections 3 and 4, we now have a homotopy $H(t, x)$ that connects the circle

$$\Gamma_0 = \{ H(0, x) \mid 0 \leq x \leq L \}$$

and $\Gamma = \partial\Omega$, with $x$ denoting arc length. Let $\mathbb{D}$ denote the open disk whose boundary is the circle associated with $\Gamma_0$, as obtained in the preceding two sections. It is straightforward to
map the unit disk $\mathbb{B}^2$ to the disk $\mathbb{D}$ with a smooth bijective function $\Phi_0$. So, once we have constructed a smooth bijective function $\Phi_1$ from $\mathbb{D}$ to $\Omega$ as a continuous extension of the homotopy $H$, we have found the desired mapping

$$\Phi : \mathbb{B}^2 \to \overline{\Omega}$$

as the composition $\Phi = \Phi_1 \circ \Phi_0$. The function $H$ defines a sequence of boundary curves

$$\Gamma_t = \{ H(t, x) \mid 0 \leq x \leq L \}, \quad 0 \leq t \leq T,$$

with $\Gamma_T = \Gamma = \partial \Omega$. We denote the interior of $\Gamma_t$ by $\mathbb{D}_t$, so $\mathbb{D}_0 = \mathbb{D}$ and $\mathbb{D}_T = \Omega$.

For a fixed $x \in [0, L]$, the function $\psi(t) = H(t, x)$ defines a trajectory that starts at a point $\mu = H(0, x) \in \Gamma_0$ and ends at a point $\beta = H(T, x) \in \Gamma_T$. The function $\psi(t)$ can be considered the solution of the initial value problem.

$$\dot{\psi}(t) = V(t, \psi(t)), \quad 0 < t \leq T,$$
$$\psi(0) = \mu \quad \in \Gamma_0,$$

with the vector field

$$V(t, \xi) = \frac{\partial H(t, x_t(\xi))}{\partial t}$$

given along $\Gamma_t$, $t \in [0, T]$. Here $x_t(\xi)$ is the function that assigns to a $\xi \in \Gamma_t$ the arc length value $x$ with $\xi = H(t, x)$. Figure 4.1 and 4.2 illustrate some of the $\psi(t)$ (for various initial values $\mu$) for the Pacman curve, and Figure 3.3 illustrates a sequence of $\mathbb{D}_t$. To indicate the dependence of $\psi(t)$ on the starting point $\mu = H(0, x)$ we will use the notation $\psi_\mu(t)$ from now on.
We follow the approach of [5, Section 5, Theorem 5.13] and continuously extend the vector field \( V \) to a vector field \( V' \) on \( \mathbb{D}_t \) by ‘\( k \)-transfinite barycentric interpolation’,

\[
V(t, \xi) = \frac{1}{\int_{\Gamma_t} \frac{1}{|\eta - \xi|^k} d\eta} \int_{\Gamma_t} \frac{V(t, \eta)}{|\eta - \xi|^k} d\eta, \quad \xi \in \mathbb{D}_t, \quad 0 \leq t \leq L,
\]

where \( k > 1 \) is a parameter. It is shown in [5] that \( V' \) is continuous on \( \mathbb{R}^2 \) and that \( V'(t, \xi) = V(t, \xi) \) for \( \xi \in \Gamma_t \); see [5, Theorem 3.5].

This vector field allows us to define trajectories \( \psi(t) \) for all \( \mu \in \mathbb{D}_0 \) by defining \( \psi(t) \) as the solution of the initial value problem

\[
(5.2) \quad \dot{\psi}(t) = V(t, \psi(t)), \quad 0 < t \leq T,
\]

\[
(5.3) \quad \psi(0) = \mu \quad \in \mathbb{D}_0.
\]

This defines a smooth mapping \( \Phi_1(\mu) = \psi(\mu(T)) \) that maps \( \mathbb{D}_0 \) to \( \mathbb{D}_T = \Omega \). By our construction, \( \Phi_1 \) maps \( \Gamma_0 \) 1-1 into \( \Gamma = \partial \Omega \) because the solutions to the initial value problems (5.2), (5.3) are unique.

As \( \Gamma_T = \partial \Omega \) is the boundary of \( \Omega \) and

\[
H(0, x) \xrightarrow{\Phi_1} H(T, x), \quad x \in [0, L],
\]

maps the boundary of the disk \( \mathbb{D}_0 \) to the boundary of \( \Omega = \mathbb{D}_T \), the mapping degree (see [3]) is \( d(\Phi_1, \mathbb{D}_0, y) = 1 \) for every \( y \in \Omega = \mathbb{D}_T \). So, the mapping \( \Phi_1 : \mathbb{D}_0 \rightarrow \mathbb{D}_T \) is surjective. This shows that \( \Psi_1 \) is a bijective mapping from the closed disk \( \overline{\mathbb{D}_0} \) to \( \overline{\mathbb{D}_T} = \overline{\Omega} \).

Because our goal is to use the mapping \( \Phi_1 \) for the solution of boundary value problems on \( \Omega \) (see [1]) we will also need to approximate the Jacobi matrix \( J(\mu) = (J_{i,j}(\mu))_{i,j=1,2} \) with

\[
J_{i,j}(\mu) = \frac{\partial \Phi_1}{\partial x_j}(\mu),
\]

where we denote the two components of \( \Phi_1 \) by \( \Phi_{1,1} \) and \( \Phi_{1,2} \). The Jacobi matrix \( J(\mu) \) is given by \( J(\mu) = Y(\mu(T)) \). Here \( Y(\mu(t)) \) is the solution of the initial value problem

\[
(5.4) \quad \dot{Y}(t) = DV(t, \psi(t)) \cdot Y(t), \quad 0 < t \leq T,
\]

\[
(5.5) \quad Y(0) = I_{2,2},
\]

with \( I_{2,2} \) the identity matrix and \( DV \) the Jacobi matrix of \( V \) that is determined by the derivatives of the boundary integral in (5.1). See [8, Section 3.1] for a derivation of (5.4), (5.5).

To approximate \( \Phi_1 \) numerically we can integrate the initial value problems (5.2), (5.3) and (5.4), (5.5) simultaneously for a set of points \( \mu \in \mathbb{D}_0 \). To numerically approximate \( \Phi_1(\mu) \) and \( J(\mu) \) we can use any method to numerically integrate the initial value problems (5.2), (5.3) and (5.4), (5.5). We have initially used an explicit Euler method and all examples in the following section are generated with the explicit Euler method.

6. Numerical examples. In this last section we illustrate our algorithm by presenting the images of a grid on the unit disk in the corresponding domains \( \Omega \).

On the unit disk we consider grids as shown in Figure 6.1. It has 82 radial lines and 11 circumferential lines. For every grid point \( \mu \) in Figure 6.1 we calculate a numerical approximation \( \psi_{\mu,h,n} \) to the trajectory \( \psi(\mu) \) given by (5.2), (5.3). We have used \( k = 2 \) in (5.1) that defines the right-hand side of (5.2) for the examples in this section. As mentioned in Section 5, the numerical solutions are calculated by using an explicit Euler method with step
length $h$. The resulting images of the grid for the two domains shown in Figures 3.1 and 3.4 are given in Figures 6.2 and 6.3. Here the image points $\tilde{\psi}_{\mu,h,n}(T)$ are connected to mark their position and illustrate the deformation.

The step length $h$ for the calculation of $\tilde{\psi}_{\mu,h,n}$ was determined experimentally. It was chosen small enough to guarantee that the image of the grids did not overlap. In a similar way, the parameter $n \in \mathbb{N}$ was determined in order to approximate the vector field $V$ in
equation (5.2) sufficiently well. We used a trapezoidal rule for both integral terms

\[
\mathcal{V}(t, \xi) \approx \mathcal{V}_n(t, \xi) = \frac{1}{n} \sum_{i=0}^{n-1} \frac{L}{|H(t, iL/n) - \xi|^k} \sum_{i=0}^{n-1} \frac{H(t, iL/n)}{|H(t, iL/n) - \xi|^k}.
\]

Remember that \(L\) is the length of the original boundary \(\Gamma\) of \(\Omega\) and that the parametrizations \(H(t, \cdot)\) are all parametrized with respect to arc length. Formula (6.1) implies that the numerical trajectory \(\tilde{\psi}_{\mu,h,n}\) is the result of applying the explicit Euler method to the initial value problem

\[
\dot{\psi}_\mu(t) = \frac{\sum_{i=0}^{n-1} \frac{H(t, iL/n)}{|H(t, iL/n) - \psi_\mu(t)|^k}}{\sum_{i=0}^{n-1} \frac{1}{|H(t, iL/n) - \psi_\mu(t)|^k}}, \quad 0 < t \leq T,
\]

\[
\psi_\mu(0) = \mu \in \mathcal{D}_0.
\]

Note that on a computer with parallel processors, these equations can be solved independently for different choices of grid points \(\mu\).

For the application of our method to the solution of boundary value problems on \(\Omega\) we will need to investigate the accuracy of \(\tilde{\psi}_{\mu,h,n}\) as a function of \(h\) and \(n\) further. In [1, Section 4.1] we analyzed the influence of the mapping functions \(\psi\) on the performance (convergence and condition number) of spectral methods. The methods of the current paper allow us to find additional mapping functions for more complex domains than we could handle in our previous work [2, 1]. This will be the subject of a forthcoming paper.

Our methods can be used to generate grids, as is illustrated in Figures 6.2 and 6.3. But the resulting grids may not be of practical use because of the sometimes odd shape of cells in the grid. The main use to which we are putting our mapping ideas is to carry out the numerical methods in [1], where an explicit differentiable mapping of the unit disk onto the region \(\Omega\) is needed.
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