NEW FRACTIONAL PSEUDOSPECTRAL METHODS WITH ACCURATE CONVERGENCE RATES FOR FRACTIONAL DIFFERENTIAL EQUATIONS

SHERVAN ERFANI†, ESMAIL BABOLIAN†, AND SHAHNAMEH JAVAIDI†

Abstract. The main purpose of this paper is to introduce generalized fractional pseudospectral integration and differentiation matrices using a family of fractional interpolants, called fractional Lagrange interpolants. We develop novel approaches to the numerical solution of fractional differential equations with a singular behavior at an end-point. To achieve this goal, we present efficient and stable methods based on three-term recurrence relations, generalized barycentric representations, and Jacobi-Gauss quadrature rules to evaluate the corresponding matrices. In a special case, we prove the equivalence of the proposed fractional pseudospectral methods using a suitable fractional Birkhoff interpolation problem. In fact, the fractional integration matrix yields the stable inverse of the fractional differentiation matrix, and the resulting system is well-conditioned. We develop efficient implementation procedures for providing optimal error estimates with accurate convergence rates for the interpolation operators and the proposed schemes in the $L^2$-norm. Some numerical results are given to illustrate the accuracy and performance of the algorithms and the convergence rates.

Key words. convergence rate, fractional differential equations, fractional Birkhoff interpolation, fractional pseudospectral methods, fractional Lagrange interpolants, singularity

AMS subject classifications. 26A33, 41A05, 65M06, 65M12, 65L60

1. Introduction. Recently, fractional integral and differential models have attracted considerable interest due to their applications in the modeling of a variety of physical phenomena such as fluid-dynamics, viscoelastic materials, astronautics, signal processing, robotics, and economics, among others; see, e.g., [3, 5, 9, 19, 23, 37]. There are many different definitions of fractional operators, such as the Riemann-Liouville integral/derivative and the Caputo derivative. In the fractional models, the differential and integral operators of fractional order are nonlocal with weakly singular kernels. Hence, the solutions of fractional differential equations (FDEs) are generally nonsmooth near the boundaries of the domain. However, in the last few years, some numerical approaches have been proposed for solving FDEs, but the error analysis for the proposed methods has mainly focused on smooth solutions (see, e.g., [18, 22, 24, 30, 34, 39, 40]).

Inspired by the nonlocal property of the fractional operators, global methods such as pseudospectral methods have become increasingly popular for the numerical solution of fractional problems. The basis functions are typically Lagrange interpolation polynomials, and the collocation points are chosen based on Jacobi-Gauss-type quadrature rules. In pseudospectral methods, the problem is discretized into a finite-dimensional linear/nonlinear system using pseudospectral integration matrices (PIMs) and pseudospectral differentiation matrices (PDMs). Since the solutions of FDEs—even for well-behaved inputs—might contain some singular terms, spectral collocation methods with classical Lagrange interpolants cannot lead to exponential convergence [41, 42].

More recently, several numerical approaches have been presented to resolve the singularities of nonsmooth solutions of FDEs. Zayernouri and Karniadakis [39] introduced as fractional basis functions the so-called Jacobi poly-fractonomials (JPFs) to approximate such singular solutions for some simple model FDEs. Also, a new family of nodal basis functions called fractional Lagrange interpolants was used in [40] to define the corresponding fractional
spectral collocation method. Chen, Shen, and Wang [6] developed generalized Jacobi functions (GJFs) as basis functions, and they proposed error estimates with convergence rates in weighted Sobolev spaces for the truncated approximation. In [43], a unified numerical framework with optimal error estimates for spectral Petrov-Galerkin methods and spectral collocation methods was developed to solve linear FDEs with singular solutions. Also, the interpolation errors in nonuniform Jacobi-weighted Sobolev spaces for FDEs with the Caputo fractional derivative were presented in [12]. In [35], fractional pseudospectral integration matrices (FPIMs) were introduced using classical Lagrange interpolation polynomials to solve FDEs and fractional integro-differential equations. In [17] fractional differentiation matrices were proposed based on JPFs and Jacobi-Gauss-Lobatto (JGL) points to construct spectral collocation methods. Furthermore, the authors introduced optimal integration preconditioners for fractional collocation methods, which lead to well-conditioned systems. In [34], the integral and differential fractional pseudospectral schemes were developed using weighted Lagrange interpolation. Also, the authors provided the equivalence between the fractional pseudospectral methods from the perspective of fractional Birkhoff interpolation. In [44], a multi-domain spectral collocation method was developed for variable-order nonlinear fractional differential equations. Finally, it is also noteworthy to point out a recent interest in developing numerical methods for solving FDEs; see, e.g., [13, 21, 38] and the references therein.

Most of the recent works on numerical methods for resolving the singularities of non-smooth solutions of the considered FDEs are based on weighted basis spaces. It is worth noting that the introduced methods based on a weighted basis (for example JPFs and GJFs) can only separate the first singular factor. Moreover, numerical results show that the proposed convergence rates for existing methods are usually pessimistic (see [6, 17, 43]). Convergence rates presented in these papers are not well suited for problems with singular solutions and singular source terms. For example, the convergence rate in [6] is suitable only for a sufficiently smooth source term. In fact, the solution and source term may not be in the same type of Sobolev spaces; from this point of view, we propose that the spectral rate of convergence for the $L^2$-errors must be related to the singularities of the solution and the source term.

In this paper, we define a family of fractional interpolation functions that enable us to capture more singular factors of the true solution. The use of this kind of interpolant is motivated by the fact that the solutions or right-hand sides of the fractional problems may have two or more singular terms. Next, we briefly highlight the main contributions of our development:

1. We introduce the generalized fractional pseudospectral integral and differentiation matrices (GFPIMs and GFPDMs) at a specified set of Jacobi-Gauss (JG) points and flipped Jacobi-Gauss-Radau (FJGR) points by employing fractional-power Lagrange interpolation functions. Then, we develop new integral/differential fractional pseudospectral schemes together with the implementation details for solving FDEs with singular solutions.

2. We explore the relations between the mapped Jacobi polynomials and the fractional-power Lagrange functions. Then we use JG-type quadrature and three-term formulas to present a special and smart way for computing the GFPIMs and GFPDMs efficiently and stably. Moreover, we present the generalized barycentric form to compute the proposed interpolants and the corresponding barycentric weights explicitly at the collocation points.

3. We show that the submatrix of the GFPDM is invertible, and we provide a stable way to compute its inverse. In a special case, we also prove the equivalence between the proposed differential and the integral fractional pseudospectral schemes from the perspective of Caputo fractional Birkhoff interpolation. Therefore, we employ GFPIMs for preconditioning the resulting system of the generalized differential fractional pseudospectral method.
(4) We define new generalized Lagrange interpolation operators in Müntz spaces and provide some inequalities to obtain optimal error estimates. A rigorous convergence analysis for the present fractional pseudospectral schemes in $L^2$-space is given. Moreover, for the first time, we present accurate convergence rates for the errors of the introduced interpolation operators and the numerical methods.

The rest of this paper is organized as follows. In the next section, a brief overview and some preliminaries are presented for the subsequent developments. In Section 3, we introduce fractional-power Lagrange interpolants and present the definitions and computation of GFPIMs and GFPDMs. In Section 4, using Caputo fractional Birkhoff interpolation, the equivalence mentioned above is proved. We focus on the implementation details of the new fractional pseudospectral methods to solve linear and nonlinear FDEs in Section 5. In Section 6, we apply the generalized Lagrange interpolants for fractional pseudospectral methods to derive error estimates and convergence rates. Numerical examples and applications are provided in Section 7 to illustrate the effectiveness and accuracy of the proposed methods and the convergence rates. We conclude and discuss our approaches in the final section.

2. Preliminaries. In this section, we state some necessary preparations and definitions for subsequent discussions. We present the definitions of fractional integrals and derivatives. We then collect some important properties and useful relations of the Müntz-Legendre polynomials.

2.1. Fractional integrals and derivatives. Let $AC[a, b]$ be the space of functions that are absolutely continuous on $[a, b]$. For $m \in \mathbb{N} := \{1, 2, \ldots\}$, the space $AC^m[a, b]$ is defined by

$$AC^m[a, b] = \{ u : [a, b] \rightarrow \mathbb{R} \mid D^{m-1} f \in AC^m[a, b] \}.$$ 

**DEFINITION 2.1.** The left Riemann-Liouville fractional integral (RLFI) of real order $\alpha>0$ of a function $u$ is defined as

$$aI^\alpha u(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} u(s) ds, \quad t \in [a, b],$$

and the left Caputo fractional derivative (CFD) of real order $\alpha$ of a function $u \in AC^m[a, b]$ is defined as $\alpha D^\alpha u(t) = aI^{m-\alpha} (D^m_{a+} u(t))$, where $m = \lceil \alpha \rceil \in \mathbb{N}$ is the smallest integer greater than or equal to $\alpha$ [19].

The left RLFI and left CFD operators applied to power functions return power functions of the same form. Let $\alpha>0$ and $\beta>-1$. Then

$$aI^\alpha(t-a)^\beta = \frac{\Gamma(\beta + 1)}{\Gamma(\beta + \alpha + 1)} (t-a)^{\beta + \alpha},$$

and for $\alpha \in (m-1, m)$ with $m \in \mathbb{N},$

$$\alpha D^\alpha(t-a)^\beta = \begin{cases} 0, & \beta \in \{0, 1, \ldots, m-1\}, \\ \frac{\Gamma(\beta + 1)}{\Gamma(\beta + \alpha + 1)} (t-a)^{\beta - \alpha}, & \beta > m-1, \beta \in \mathbb{R}. \end{cases}$$

Moreover, if $u \in C^m[a, b]$ and $\alpha \geq \beta$, then it holds that

$$aI^\beta (\alpha D^\alpha u(t)) = \alpha D^\alpha u(t) - \sum_{k=\lceil \alpha - \beta \rceil}^{m-1} \frac{u^{(k)}(a)}{\Gamma(k - (\alpha - \beta) + 1)} (t-a)^{k-(\alpha - \beta)}.$$

**REFERENCES**
2.2. The Müntz-Legendre polynomials. The Müntz-Legendre (M-L) polynomials on the interval \( \Omega = [0, t_f] \) are given by the formulas (see [29])

\[
L_k(t; \mu) := J^0_{k, \frac{1}{\mu} - 1} \left( 2 \left( \frac{t}{t_f} \right)^\mu - 1 \right) = \sum_{i=0}^{k} C_{k,i} \left( \frac{t}{t_f} \right)^{i\mu},
\]

where \( J^0_{k, \frac{1}{\mu} - 1} (.) \) is the Jacobi polynomial with index \((0, \frac{1}{\mu} - 1)\) and

\[
C_{k,i} = \frac{(-1)^{k-i}}{\mu^k i! (k-i)!} \prod_{j=0}^{k-1} ((i+j)\mu+1).
\]

A direct consequence of [4, Corollary 3.6] and [28, Theorem 3.2] is the orthogonality of \( \{L_k(t; \mu)\}_{k=0}^\infty \) in \( L^2(\Omega) \), i.e.,

\[
\int_0^{t_f} L_k(t; \mu) L_j(t; \mu) dx = \frac{t_f}{2k\mu+1} \delta_{jk}, \quad k, j = 0, 1, \ldots
\]

Since the coefficients \( C_{k,i} \) grow fast with increasing \( k \), a direct evaluation of M-L polynomials and their fractional integral/derivative by using the power form (2.2) can be problematic [15, 25, 28]. In order to compute M-L polynomials, we use a stable and efficient technique based on a three-term recurrence relation presented in [15]:

\[
L_0(t; \mu) = 1, \\
L_1(t; \mu) = \left( \frac{1}{\mu} + 1 \right) \left( \frac{t}{t_f} \right)^\mu - \frac{1}{\mu}, \\
L_{k+1}(t; \mu) = \left( a_k \left( 2 \left( \frac{t}{t_f} \right)^\mu - 1 \right) - b_k \right) L_k(t; \mu) - c_k L_{k-1}(t; \mu), \quad k = 1, 2, \ldots,
\]

where

\[
a_k = \frac{(2k + \frac{1}{\mu})(2k + \frac{1}{\mu} + 1)}{2(k+1)(k+\frac{1}{\mu})}, \quad b_k = \frac{(2k + \frac{1}{\mu})(\frac{1}{\mu} - 1)^2}{2(k+1)(k+\frac{1}{\mu})(2k + \frac{1}{\mu} - 1)}, \\
c_k = \frac{k(2k + \frac{1}{\mu})(k + \frac{1}{\mu} - 1)}{(k+1)(k+\frac{1}{\mu})(2k + \frac{1}{\mu} - 1)}.
\]

The following theorem in [14] shows the relationship between the M-L polynomials and their ordinary derivatives.

**Theorem 2.2.** The derivative of order \( m = 1, 2, \ldots \) of \( s^\mu \mathcal{L}(s; \mu) \), for \( \mu \in (m-1, m) \), can be expressed as

\[
\partial^m_m (s^\mu \mathcal{L}(s; \mu)) = s^{\mu-m} A \mathcal{L}(s; \mu),
\]

where \( A = \prod_{i=0}^{m-1} (A + (\mu - i)I) \), \( \mathcal{L}(t; \mu) = (L_0(t; \mu), L_1(t; \mu), \ldots, L_{m-1}(t; \mu))^T \), \( I \) is the identity matrix of order \( n \), and

\[
A = \begin{bmatrix}
0 & 0 & 0 & 0 & \ldots & 0 \\
1 & \mu & 0 & 0 & \ldots & 0 \\
1 & 2\mu + 1 & 2\mu & 0 & \ldots & 0 \\
1 & 2\mu + 1 & 4\mu + 1 & 3\mu & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
1 & 2\mu + 1 & 4\mu + 1 & \ldots & (n-1)\mu & \ldots & 0
\end{bmatrix}_{n \times n}
\]
3. Computation of the generalized fractional pseudospectral matrices. The fractional pseudospectral integration and differentiation matrices are the essential building blocks of collocation methods for solving fractional problems. In this section, efficient and stable numerical methods to compute the GFPIMs and GFPDMs with JG and FJGR points are presented.

3.1. Computation of the GFPIMs. Let the JG points \( \{ t_i \}_{i=1}^{N} \) be the zeros of \( J_N^{0, -1 + \frac{1}{2}} \), with \(-1 = t_0 < t_1 < \ldots < t_{N+1} = 1\), and \( \{ \tilde{t}_i \}_{i=1}^{N} \) be the corresponding quadrature weights. Also, let the FJGR points \( \{ t_i \}_{i=1}^{N-1} \) be the zeros of \( J_N^{1, -1 + \frac{1}{2}} \), with \(-1 = \tilde{t}_0 < \tilde{t}_1 < \ldots < \tilde{t}_N = 1\), and with \( \{ \tilde{\omega}_i \}_{i=1}^{N} \) the corresponding quadrature weights. We define the GFPIMs of order \((\alpha, \mu)\) for the JG points and FJGR points, respectively, as

\[
\hat{I}_{k_i}^{\alpha, \mu} = \alpha \int_{t_0}^{t_{N+1}} \hat{h}_i^{\mu}(\tau) \, d\tau, \quad k = 1, \ldots, N + 1, \quad i = 1, \ldots, N,
\]

\[
\hat{I}_{k_i}^{\alpha, \mu} = \alpha \int_{t_0}^{t_{N+1}} \hat{h}_i^{\mu}(\tau) \, d\tau, \quad k, i = 1, \ldots, N,
\]

where \( \hat{\tau}_k = t_f \left( \frac{i_k + 1}{2} \right)^{\frac{1}{2}} \in [0, t_f] \) and \( \hat{\tau}_k = t_f \left( \frac{i_k + 1}{2} \right)^{\frac{1}{2}} \in [0, t_f] \) are the mapped JG and FJGR points. Here, \( \hat{h}_i^{\mu}, \hat{h}_i^{\mu} \) with \( \mu > 0 \) are fractional Lagrange functions associated with the interpolation points \( \{ \hat{t}_i \}_{i=1}^{N} \) and \( \{ \tilde{t}_i \}_{i=1}^{N} \), respectively, defined as

\[
\hat{h}_i^{\mu}(\tau) = \prod_{j=1, j \neq i}^{N} \frac{\tau - \hat{\tau}_j^{\mu}}{\hat{\tau}_i^{\mu} - \hat{\tau}_j^{\mu}}, \quad \hat{h}_i^{\mu}(\tau) = \prod_{j=1, j \neq i}^{N} \frac{\tau - \hat{\tau}_j^{\mu}}{\hat{\tau}_i^{\mu} - \hat{\tau}_j^{\mu}}, \quad i = 1, \ldots, N.
\]

It can be seen that the above interpolation functions can be adapted to more singular factors, but classical Lagrange and weighted Lagrange interpolation can only deal with at most one singular factor of the functions (see also Remark 3.3).

In [2] it is shown that the barycentric Lagrange interpolation polynomials avoid the problem of underflow and overflow. Here, to evaluate \( \hat{h}_i^{\mu} \) at the collocation points, we use the following stable form of the generalized barycentric Lagrange interpolation functions given by

\[
\hat{h}_i^{\mu} (\tau) = \frac{\hat{\xi}_i^{\mu}}{\sum_{j=1}^{N} \frac{\hat{\xi}_j^{\mu}}{\tau^{\mu} - \hat{\tau}_j^{\mu}}}, \quad i = 1, \ldots, N,
\]

where \( \hat{\xi}_i^{\mu} \) are the barycentric weights defined as

\[
\hat{\xi}_i^{\mu} = \frac{1}{\prod_{k=1, k \neq i}^{N} (\hat{\tau}_i^{\mu} - \hat{\tau}_k^{\mu})}, \quad i = 1, \ldots, N.
\]

Similar results also holds for \( \hat{h}_i^{\mu} (\tau) \) with the barycentric weights \( \hat{\xi}_i^{\mu} \). The barycentric weights can be computed efficiently and stably by (see [2, 32])

\[
\hat{\xi}_i = (-1)^{i+1} \frac{2}{\hat{T}_f} \sqrt{\frac{\tau_i^{\mu} - \hat{\tau}_i^{\mu}}{2}}, \quad i = 1, \ldots, N,
\]

\[
\hat{\xi}_i = (-1)^{i+1} \frac{2}{\hat{T}_f} \sqrt{\frac{\tau_i^{\mu} - \hat{\tau}_i^{\mu}}{2}}, \quad i = 1, \ldots, N - 1,
\]

\[
\hat{\xi}_N = (-1)^{N+1} \sqrt{2\hat{T}_f}.
\]
To compute the GFPI Ms of $\hat{h}_i^\mu$ of order $\alpha > 0$, we express the interpolation functions $\hat{h}_i^\mu \in M_{N-1,\mu} := \text{span} \{1, t^\mu, \ldots, t^{(N-1)\mu}\}$ in terms of the M-L polynomials as

$$\hat{h}_i^\mu(\tau) = \sum_{j=0}^{N-1} \lambda_{ij} L_j(\tau; \mu), \tag{3.1}$$

where

$$\lambda_{ij} = \frac{2j\mu + 1}{\mu^2 \pi} \omega_i L_j(\tau_i; \mu).$$

Let $l_\mu$ be a non-negative integer parameter. We split the M-L polynomial $L_j(\tau, \mu)$ into $L_j(\tau, \mu) = L_{j,1}(\tau, \mu) + L_{j,2}(\tau, \mu)$ such that $L_{j,2}(\tau, \mu) = \sum_{r=0}^{l_\mu} C_{jr} (\frac{\tau}{\tau_i})^r$. From Definition 2.1 and using JG quadrature formulas with nodes and weights $\{\theta_{j1,0}^{\alpha-1,\mu}, \omega_{j1,0}^{\alpha-1,\mu}\}$ relative to the Jacobi weight function $w(t) = (1 - t)^{\alpha-1} (1 + t)^\mu$, we obtain

$$0 I_{\tau_i}^\alpha (\tau^\mu L_{j,1}(\tau; \mu)) = \frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_i} (\tau_k - s)^{\alpha-1} s^\mu L_{j,1}(s; \mu) ds \tag{3.2}$$

$$\approx \frac{1}{\Gamma(\alpha)} \left( \frac{\tau_i}{2} \right)^{\alpha+\mu} \sum_{i=1}^{M} \omega_{i}^{\alpha-1,\mu} L_{j,1}(\frac{\tau_i}{2} (\theta_{j1,0}^{\alpha-1,\mu} + 1); \mu).$$

By direct calculations, we get

$$0 I_{\tau_i}^\alpha (\tau^\mu L_{j,2}(\tau; \mu)) = \sum_{r=0}^{l_\mu} C_{jr} \frac{\Gamma(1 + (r+1)\mu)}{\Gamma(1 + (r+1)\mu + \alpha)} \tau_i^{(r+1)\mu + \alpha}. \tag{3.3}$$

From (3.2)–(3.3) and the three-term formula in (2.3), for $j = 1, 2, \ldots$, we have

$$0 I_{\tau_i}^\alpha L_0(\tau; \mu) = \frac{1}{\Gamma(\alpha + 1)} \tau^\alpha,$n
$$0 I_{\tau_i}^\alpha L_1(\tau; \mu) = \left( \frac{1}{\mu} + 1 \right) \frac{\Gamma(1 + \mu)}{\Gamma(1 + \mu + \alpha)} \tau^{\alpha+\mu} - \frac{1}{\mu \Gamma(\alpha + 1)} \tau^\alpha,$n
$$0 I_{\tau_i}^\alpha L_{j+1}(\tau; \mu) = \frac{2}{\mu \Gamma(1 + (j+1)\mu + \alpha)} \theta_{j1,0}^{\alpha-1,\mu} \left( L_{j,1}(\tau; \mu) + L_{j,2}(\tau; \mu) \right)$$

$$- (a_j + b_j) O I_{\tau_i}^\alpha L_j(\tau; \mu) - c_j O I_{\tau_i}^\alpha L_{j-1}(\tau; \mu).$$

Thus, we get

$$0 I_{\tau_i}^\alpha \hat{h}_i^\mu(\tau) = \sum_{j=0}^{N-1} \lambda_{ij} 0 I_{\tau_i}^\alpha L_j(\tau; \mu). \tag{3.4}$$

Although we have focused on the computation of the fractional integral of $\hat{h}_i^\mu(\tau)$ using JG points, the same results can be obtained for $\hat{h}_i^\mu(\tau)$ with FJGR points.

Remark 3.1. It is worth noting that we can choose the parameter $l_\mu$ such that $L_1(\tau; \mu)$ is smooth enough (e.g., $l_\mu \mu \geq 1$) and also that the coefficients matrices $C_{jr}$ in $L_2(\tau; \mu)$ are not too large. This parameter must be selected in order to balance smoothness and stability. We can observe that the singularity of the integrand function in $0 I_{\tau_i}^\alpha \tau^\mu L_2(\tau; \mu)$ is $\tau^{(1+l_\mu)\mu}$, thus using the discussion in [14] and the proper value of $l_\mu$, the integration error has a convergence rate of $O(M^{-2(1+(2+l_\mu)\mu)})$. 


3.2. Computation of the GFPDMs. We define the GFPDMs of order \( \alpha \in (m - 1, m) \) with the JG points \( \{ \hat{\tau}_i \}_{i=1}^N \) and \( \hat{\tau}_0 = 0, \hat{\tau}_{N+1} = 1 \) as

\[
D_{ki}^\alpha = \begin{cases} \sum_{j=1}^N D_{kj}^\alpha & i = 0, \\ \tilde{D}_{kj}^\alpha & i = 1, 2, \ldots, N, \end{cases}
\]

and with the FJGR points \( \{ \hat{\tau}_i \}_{i=1}^N \) and \( \hat{\tau}_0 = 0 \) as

\[
\tilde{D}_{ki}^\alpha = \begin{cases} \sum_{j=1}^N \tilde{D}_{kj}^\alpha & i = 0, \\ \tilde{D}_{kj}^\alpha & i = 1, 2, \ldots, N, \end{cases}
\]

where \( (\tilde{\tau}_0^\alpha, \tilde{\tau}_1^\alpha, \ldots, \tilde{\tau}_N^\alpha) \) are fractional Lagrange interpolation functions related to the JG and FJGR points by

\[
(\tilde{\tau}_i^\alpha) = \left( \frac{T}{\tilde{\tau}_i^\alpha} \right)^\alpha \tilde{\tau}_i^\alpha (\tau), \quad \tilde{\tau}_i^\alpha (\tau) = \left( \frac{T}{\tilde{\tau}_i^\alpha} \right)^\alpha \tilde{\tau}_i^\alpha (\tau), \quad i = 1, \ldots, N.
\]

We observe that the GFPDMs are rectangular matrices of order \( N \times (N + 1) \). Here, we focus on computing the GFPDMs using JG points, but the same idea can be applied for evaluating them for the FJGR points. We expand \( \tilde{\tau}_i^\alpha (\tau) \) in terms of M-L polynomials (3.1), and, using Definition 2.1 and Theorem 2.2, we obtain

\[
D_{ki}^\alpha = \sum_{j=0}^{N-1} \frac{\hat{\lambda}_{ji}}{\Gamma(m - \alpha)} \int_0^{\hat{\tau}_k} (\hat{\tau}_k - s)^{m-\alpha-1} \psi^m (s) ds
\]

where \( \hat{\lambda}_{ji} \) is the \( j \)-th row of the matrix \( \Lambda \). For the next discussions, the notation \( X_{i:j} \) will be used to denote the rows \( i \) through \( j \) of the matrix \( X \), while the notation \( X_{i; \ast:j} \) is used for the columns \( i \) through \( j \) of the matrix \( X \). By splitting the M-L polynomial \( \psi(s) \) into \( \psi(s) = \psi^0(s) + C_{0:0:1} \psi(s) \) with \( \psi(s) = \left( \frac{s}{\tilde{T}^\alpha}, \ldots, \frac{s}{\tilde{T}^\alpha} \right)^T \), we have

\[
D_{ki}^\alpha = \sum_{j=0}^{N-1} \frac{\hat{\lambda}_{ji}}{\Gamma(m - \alpha)} \int_0^{\hat{\tau}_k} (\hat{\tau}_k - s)^{m-\alpha-1} s^{\alpha-\mu} \psi^0(s) ds
\]

where \( A_{j;} \) is the \( j \)-th row of the matrix \( \Lambda \). Let \( \theta_r^{\alpha,m}, \omega_r^{\alpha,m} \) be the set of JG-type points and quadrature weights with respect to the Jacobi weight function \( \omega^{m-\alpha-1, \alpha-m} \). Using Beta functions (see [19]) and JG-type quadrature, we get

\[
D_{ki}^\alpha \approx \sum_{j=0}^{N-1} \frac{\hat{\lambda}_{ji} A_{j;}}{\Gamma(m - \alpha)} \left( \sum_{r=1}^{M} \omega_r^{\alpha,m} \psi^0 \left( \frac{\tilde{T}^\alpha}{2}; \nu \right) + C_{0:0:1} \psi \right).
\]
The Birkhoff interpolation function $h$ and $c$ that are a generalization of the Birkhoff interpolation functions such that it vanishes at the $N$ points $t_i = \hat{\tau}_i^\alpha$. Hence, it follows that $u$ is identically zero. This shows that $w_i = u(\hat{\tau}_i) = 0$, for $i = 1, \ldots, N$. Since, the equation $\tilde{D}^\alpha_{;i,N}w = 0$ has no nonzero solution, the matrix $\tilde{D}^\alpha_{;i,N}$ is nonsingular.

\textbf{Remark 3.3.} It is worth mentioning that the recently used classical pseudospectral matrices like PDMs ($\alpha = \mu = 1$) [31], FPIMs ($\mu = 1$) [35], and FPDMs ($\mu = 1$) [33] can be considered as special cases of our approach.

**4. Equivalence of the generalized fractional pseudospectral schemes.** The GFPDMs become extremely ill-conditioned when the number of collocation points is increased, and then the numerical solutions suffer from severe round-off errors. In this section, we generalize the fractional Birkhoff interpolation problem to generate efficient fractional integration preconditioning matrices for the ill-conditioned systems. Actually, we provide a stable way to compute the inverse of $\tilde{D}^\alpha_{;i,N}$, and then we show the equivalence between the integral and differential fractional pseudospectral schemes.

Let $\{\hat{\tau}_i\}_{i=1}^{N}$ be the JG points as before with $0 = \hat{\tau}_0 < \hat{\tau}_1 < \ldots < \hat{\tau}_{N+1} = 1$. For a function $u(\tau) \in C[0, T]$ satisfying $\partial_0^\alpha D_\tau u \in C(0, T)$, the generalization of the Caputo fractional Birkhoff interpolation problem is to find $h(\tau) \in M_{N,\alpha}$ such that

$$\partial_0^\alpha D_\tau^\alpha h(\tau) = \partial_0^\alpha D_\tau^\alpha u(\tau), \quad k = 1, \ldots, N, \quad h(0) = u(0).$$

The Birkhoff interpolation function $h(\tau)$ of $u(\tau)$ can be uniquely expressed as

$$h(\tau) = u(0)\tilde{B}_0^\alpha(\tau) + \sum_{i=1}^{N} \tilde{B}_i^\alpha(\tau)\partial_0^\alpha D_\tau^\alpha u(\tau), \tag{4.1}$$

where $\{\tilde{B}_i^\alpha \in M_{N,\alpha}\}_{i=0}^{N}$ are a generalization of the Birkhoff interpolation functions such that

$$\tilde{B}_0^\alpha(0) = 1, \quad \partial_0^\alpha D_\tau^\alpha \tilde{B}_0^\alpha(\tau) = 0, \quad k = 1, \ldots, N, \tag{4.2}$$

$$\tilde{B}_i^\alpha(0) = 0, \quad \partial_0^\alpha D_\tau^\alpha \tilde{B}_i^\alpha(\tau) = \delta_{ki}, \quad k, i = 1, \ldots, N.$$

Using (4.1) and the fact that $\partial_0^\alpha D_\tau^\alpha \tilde{B}_i^\alpha(\tau) \in M_{N-1,\alpha}$, we immediately obtain that $\tilde{B}_0^\alpha(\tau) = 1$ and $\partial_0^\alpha D_\tau^\alpha \tilde{B}_0^\alpha(0) = 0$, with $1 \leq i \leq N$ and $n = 0, 1, \ldots, m - 1$. Furthermore, since $\hat{h}_j^\alpha \in M_{N-1,\alpha}$, we may write

$$\partial_0^\alpha D_\tau^\alpha \tilde{B}_i^\alpha(\tau) = \sum_{j=1}^{N} b_{ji} \hat{h}_j^\alpha(\tau).$$
Taking \( \tau = \tilde{\tau}_k \), using the fact that \( \hat{h}^\alpha_j(\tilde{\tau}_k) = \delta_{kj} \), and (4.2), we have \( b_{ki} = \delta_{ki} \) and \( \check{D}^\alpha \hat{B}^\alpha_i(\tau) = \hat{h}^\alpha_i(\tau) \). Hence, by applying the left RLFI operator, we obtain

\[
\check{D}^\alpha \hat{B}^\alpha_i(\tau) = \sum_{n=0}^{m-1} \frac{\partial^n \hat{B}^\alpha_i(0)}{n!} \tau^n + \alpha I^\alpha_\tau \hat{h}^\alpha_i(\tau) = \alpha I^\alpha_\tau \hat{h}^\alpha_i(\tau), \quad i = 1, \ldots, N.
\]

Moreover, taking \( \tau = \tilde{\tau}_k \), we have

\[
\check{D}^\alpha \hat{B}^\alpha_i(\tilde{\tau}_k) = \alpha I^\alpha_{\tilde{\tau}_k} \hat{h}^\alpha_i(\tau) = \check{I}^\alpha_{ki}, \quad k, i = 1, \ldots, N.
\]

The following theorem shows the equivalence of the proposed fractional pseudospectral schemes.

**THEOREM 4.1.** Let \( I \) be the identity matrix of order \( N \). Then

\[
\check{D}^\alpha_{1;N} \check{I}^\alpha_{1;N} = I,
\]

where \( \check{I}^\alpha_{1;N} \) and \( \check{D}^\alpha_{1;N} \) are the matrices obtained by deleting the last row of \( \check{I}^\alpha_{1;N} \) and the first column of \( \check{D}^\alpha_{1;N} \), respectively.

**Proof.** From (3.5) and (4.3), we have

\[
\check{D}^\alpha_{1;N} \check{I}^\alpha_{1;N} = I.
\]

Applying the left CFD operator to (4.4) and evaluating at the points \( \tau = \tilde{\tau}_k \), with \( 1 \leq k \leq N \), yields

\[
\check{D}^\alpha \hat{B}^\alpha_i(\tau) = \sum_{j=1}^{N} \check{D}^\alpha j \hat{B}^\alpha_i(\tilde{\tau}_k) = \sum_{j=1}^{N} \check{D}^\alpha \hat{B}^\alpha_i(\tilde{\tau}_k) \check{I}^\alpha_{ji}.
\]

Using (4.2), we have

\[
\sum_{j=1}^{N} \check{D}^\alpha j \check{I}^\alpha_{ji} = \delta_{ki}, \quad k, i = 1, \ldots, N,
\]

which implies that \( \check{D}^\alpha_{1;N} \check{I}^\alpha_{1;N} = I \).

Here we considered the generalization of fractional Birkhoff interpolation for the JG points, which can be extended to the case of FJGR points similarly. In the same way as in Theorem 4.1, we have

\[
\check{D}^\alpha_{1;N} \check{I}^\alpha_{1;N} = I.
\]

**5. Fractional spectral collocation methods.**

**5.1. The generalized integral fractional pseudospectral scheme.** In this section, we establish a generalized integral fractional pseudospectral scheme with collocation at the JG and FJGR points for numerically solving initial value problems for FDEs. Consider the following general model of an FDE of order \( \alpha \in (m - 1, m] \) with \( m \in \mathbb{N} \),

\[
\frac{\check{D}^\alpha \, u(t)}{t} = f(t, u(t)), \quad t \in [0, t_f],
\]

\[
\frac{\partial^k \, u(t)}{t} = u_k, \quad k = 0, 1, \ldots, m - 1,
\]

\[
(5.1)
\]
where $f$ is a nonlinear continuous function on $\{(t, u) \mid t \in [0, t_f], u \in \mathbb{R}\}$. Using (2.1), the above FDE can be rewritten in integral form (FIE) as

$$u(t) = \varphi(t) + a \int_0^t f(t, u(t)) dt,$$

where $\varphi(t) = \sum_{i=0}^{m-1} \frac{u_i}{k^i} t^k$.

5.1. Collocation at the JG points. The problem (5.2) can be discretized using JG collocation points $\{\tilde{\tau}_k\}_{k=1}^N$ such that

$$\tilde{u}_k = \varphi_k + a \int_0^1 f(t, u(t)) = \varphi_k + \sum_{i=1}^N \tilde{I}^{\alpha, \mu}_{ki} f(\tilde{\tau}_i, \tilde{u}_i), \quad k = 1, \ldots, N,$$

where $\{\tilde{u}_k \approx u(\tilde{\tau}_k), \varphi_k = \varphi(\tilde{\tau}_k)\}_{k=1}^N$. The matrix form of the above equation is

$$\hat{\mathbf{u}} = \hat{\mathbf{\varphi}} + \mathbf{I}^{\alpha, \mu}_{1:N,:} \hat{\mathbf{f}},$$

where $\hat{\mathbf{u}} = (\hat{u}_1, \ldots, \hat{u}_N)^T$, $\hat{\mathbf{\varphi}} = (\hat{\varphi}_1, \ldots, \hat{\varphi}_N)^T$, and $\hat{\mathbf{f}} = (f(\tilde{\tau}_1, \tilde{u}_1), \ldots, f(\tilde{\tau}_N, \tilde{u}_N))^T$. To gain more insight, without loss of generality, we suppose that

$$f(t, u(t)) = F(t) - \lambda(t) u(t) - g(t, u(t)).$$

We take the initial guess $\hat{u}_1 = \hat{\mathbf{\varphi}}$ and then use the following iterative method to solve the nonlinear FDEs:

$$(\mathbf{I} + \mathbf{I}^{\alpha, \mu}_{1:N,:} \tilde{\Lambda}) \hat{\mathbf{u}}^{i+1} = \hat{\mathbf{\varphi}} + \mathbf{I}^{\alpha, \mu}_{1:N,:} \hat{\mathbf{f}} - \mathbf{I}^{\alpha, \mu}_{1:N,:} \hat{\mathbf{g}}^i, \quad i = 1, 2, \ldots,$$

where

$$\tilde{\Lambda} = \text{diag}(\lambda(\tilde{\tau}_1), \ldots, \lambda(\tilde{\tau}_N))^T,$$

$$\hat{\mathbf{f}} = (F(\tilde{\tau}_1), \ldots, F(\tilde{\tau}_N))^T,$$

and

$$\hat{\mathbf{g}}^i = (g(\tilde{\tau}_1, \tilde{u}_1), \ldots, g(\tilde{\tau}_N, \tilde{u}_N))^T.$$

After evaluating $\{\hat{u}_k\}_{k=1}^N$, we can compute $\hat{u}_{N+1} \approx u(t_f)$ as

$$\hat{u}_{N+1} = \varphi(t_f) + \sum_{i=1}^N \mathbf{I}^{\alpha, \mu}_{N+1,i} f(\tilde{\tau}_i, \tilde{u}_i).$$

5.1.2. Collocation at the FJGR points. Using collocation at the FJGR points $\{\tilde{\tau}_k\}_{k=1}^N$ with the GFPIIMs, the fractional integral equation (5.2) is discretized as

$$\tilde{u}_k = \varphi_k + a \int_0^1 f(t, u(t)) = \varphi_k + \sum_{i=1}^N \tilde{I}^{\alpha, \mu}_{ki} f(\tilde{\tau}_i, \tilde{u}_i), \quad k = 1, \ldots, N,$$

where $\{\tilde{u}_k \approx u(\tilde{\tau}_k), \varphi_k = \varphi(\tilde{\tau}_k)\}_{k=1}^N$. The matrix form of (5.3) can be written as

$$\hat{\mathbf{u}} = \hat{\mathbf{\varphi}} + \mathbf{I}^{\alpha, \mu}_{1:N,:} \hat{\mathbf{f}},$$

where $\hat{\mathbf{u}} = (\hat{u}_1, \ldots, \hat{u}_N)^T$, $\hat{\mathbf{\varphi}} = (\hat{\varphi}_1, \ldots, \hat{\varphi}_N)^T$, and $\hat{\mathbf{f}} = (f(\tilde{\tau}_1, \tilde{u}_1), \ldots, f(\tilde{\tau}_N, \tilde{u}_N))^T$. Similar to the previous section, considering the initial guess $\hat{u}_1 = \hat{\mathbf{\varphi}}$, we have the following iterative scheme

$$(\mathbf{I} + \mathbf{I}^{\alpha, \mu}_{1:N,:} \tilde{\Lambda}) \hat{\mathbf{u}}^{i+1} = \hat{\mathbf{\varphi}} + \mathbf{I}^{\alpha, \mu}_{1:N,:} \hat{\mathbf{f}} - \mathbf{I}^{\alpha, \mu}_{1:N,:} \hat{\mathbf{g}}^i, \quad i = 1, 2, \ldots,$$

where

$$\tilde{\Lambda} = \text{diag}(\lambda(\tilde{\tau}_1), \ldots, \lambda(\tilde{\tau}_N))^T,$$

$$\hat{\mathbf{f}} = (F(\tilde{\tau}_1), \ldots, F(\tilde{\tau}_N))^T,$$

and

$$\hat{\mathbf{g}}^i = (g(\tilde{\tau}_1, \tilde{u}_1), \ldots, g(\tilde{\tau}_N, \tilde{u}_N))^T.$$

5.2. A well-conditioned generalized differential fractional pseudospectral scheme.

In this section, we construct a well-conditioned fractional pseudospectral method for solving initial value problems for FDEs.

5.2.1. Collocation at the JG points. We consider the FDE (5.1) with \( u^{(k)}(0) = 0 \), for \( k = 1, \ldots, m - 1 \), which can be discretized using collocation at the JG points \( \{ \hat{\tau}_k \}_{k=1}^N \) and \( \hat{\tau}_0 = 0 \) by

\[
\sum_{i=0}^{N} D_{\hat{\tau}_k}^\alpha \hat{u}_i = f(\hat{\tau}_k, \hat{u}_k), \quad k = 1, \ldots, N.
\]

In matrix form this reads

\[
\hat{D}_{\hat{\tau}_k}^\alpha \hat{u} = -\hat{D}_{\hat{\tau}_0}^\alpha \hat{u}_0 + \hat{f}.
\]

Assume that \( f(t, u(t)) = F(t) - \lambda(t)u(t) - g(t, u(t)) \). Then we can write

\[
(I + \hat{\Lambda})\hat{u} = \hat{F} - \hat{D}_{\hat{\tau}_0}^\alpha \hat{u}_0 - \hat{\gamma}.
\]

The present system is unpleasantly ill-conditioned. Hence, we construct a preconditioner for this system. Thanks to Theorem 4.1, we have

\[
(I + \hat{\Gamma}_{\hat{\tau}_k, \hat{\tau}_0}^\alpha)\hat{u} = \hat{F} - \hat{D}_{\hat{\tau}_0}^\alpha \hat{u}_0 - \hat{\gamma}.
\]

Using the change of variable \( \hat{u} := \hat{\Gamma}_{\hat{\tau}_k, \hat{\tau}_0}^\alpha \hat{v} \), \( \hat{v} = (\hat{v}_1, \ldots, \hat{v}_N) \), we obtain a well-conditioned preconditioned equation by

\[
(I + \hat{\Gamma}_{\hat{\tau}_k, \hat{\tau}_0}^\alpha)\hat{v} = \hat{F} - \hat{D}_{\hat{\tau}_0}^\alpha \hat{u}_0 - \hat{\gamma},
\]

where \( \hat{\gamma} = (g(\hat{\tau}_1, \hat{\Gamma}_{\hat{\tau}_0}^\alpha \hat{v}), \ldots, g(\hat{\tau}_N, \hat{\Gamma}_{\hat{\tau}_N}^\alpha \hat{v}))^T \). Also, we can choose the initial guess for \( \hat{v}^1 \) and define the following iterative scheme:

\[
(I + \hat{\Gamma}_{\hat{\tau}_k, \hat{\tau}_0}^\alpha)\hat{v}^{i+1} = \hat{F} - \hat{D}_{\hat{\tau}_0}^\alpha \hat{u}_0 - \hat{\gamma}, \quad i = 1, 2, \ldots.
\]

In Figure 5.1, we compare the condition numbers \( \kappa_{d,\alpha} \) and \( \kappa_{i,\alpha} \) for some values of \( \alpha \). It is observed that, as illustrated in Figure 5.1, the values of \( \kappa_{d,\alpha} \) grow dramatically with an order of \( O(N^{2\alpha}) \), while the values of \( \kappa_{i,\alpha} \) remain constant. Thus, the numerical solutions of the system (5.4) suffers from severe round-off errors in case of a large number of collocation points, while the system (5.5) is well-conditioned.
5.2.2. Collocation at the FJGR points. The collocation scheme for FDEs (5.1) with \( u^{(k)}(0) = 0 \), for \( k = 1, \ldots, m - 1 \), is

\[
\sum_{i=0}^{N} \hat{D}_{ik}^{\alpha} \hat{u}_i = f(\hat{\tau}_k, \hat{\tilde{u}}_k), \quad k = 1, \ldots, N,
\]

and in matrix form,

\[
\hat{D}_{i:1:N}^{\alpha} \hat{u} = -\hat{D}_{i:0}^{\alpha} \hat{u}_0 + \hat{f}.
\]

Again, by setting \( f(t, u(t)) = F(t) - \lambda(t)u(t) - g(t, u(t)) \) as in the previous section, we obtain

\[
(I + \hat{\Lambda}^{\alpha}) \hat{v}^{i+1} = \hat{F} - \hat{D}_{i:0}^{\alpha} \hat{u}_0 - \hat{g}_i, \quad i = 1, 2, \ldots,
\]

where \( \hat{u} := \hat{I}_{1:N,\alpha}^{\alpha}, \hat{v} = (\hat{v}_1, \ldots, \hat{v}_N), \hat{g}_i = (g(\hat{\tau}_1, \hat{I}_{1:1}^{\alpha} \hat{u}_1), \ldots, g(\hat{\tau}_N, \hat{I}_{N:1}^{\alpha} \hat{u}_N))^T.\)

**Remark 5.1.** The proposed approaches can be developed for multi-term FDEs and variable-order FDEs, whose solutions can be either smooth or singular. For instance, we can generalize (5.1) to a multi-term linear or non-linear FDEs as

\[
\sum_{i=1}^{k} \lambda_i(t) \hat{D}_i^{\alpha_i} u(t) = f(t, u), \quad 0 < \alpha_1 < \alpha_2 < \ldots < \alpha_k < m,
\]

and in matrix form,

\[
\hat{D}_{i:1:N}^{\alpha_i} \hat{u} = \hat{f}, \quad i = 0, 1, \ldots, m - 1.
\]

By defining \( v(t) := \hat{D}_0^{\alpha} u(t) \) and using (2.1), the above system can be put into the following form of an FIE:

\[
\sum_{i=1}^{k} \lambda_i(t) \hat{I}_i^{\alpha_i} v(t) + g(t) = f(t, v(t) + \hat{I}_i^{\alpha_i} v(t)),
\]

where

\[
g(t) = \sum_{i=1}^{k} \sum_{j=0}^{[\alpha_i] - 1} \frac{u_j \lambda_i(t)}{\Gamma(j - \alpha_i + 1)} t^{j - \alpha_i}.
\]

6. Convergence analysis.

6.1. Error estimates. This section is devoted to the convergence analysis for the presented numerical methods. Also, we derive error estimates and convergence rates in the weighted \( L^2 \)-norm. For this goal, let \( \Omega = [0, 1] \), and define the polynomial spaces and the Müntz spaces as

\[
P_{N,\mu}(\Omega) = \text{span} \left\{ J_k^{0, \frac{1}{\mu} - 1}(2t - 1) \right\}_{k=0}^{N}, \quad M_{N,\mu}(\Omega) = \text{span} \left\{ J_k^{0, \frac{1}{\mu} - 1}(2\tau^\mu - 1) \right\}_{k=0}^{N}.
\]

For any function \( u \in C(\Omega) \), we define the generalized Lagrange interpolation operators \( \hat{I}_N^\alpha u \) and \( \hat{I}_N^\alpha u \), satisfying

\[
\hat{I}_N^\alpha u(\hat{\tau}_i) := \hat{I}_N^{\alpha - \frac{1}{\mu} + \frac{1}{\mu}} \left( \frac{1 + \hat{\tau}_i}{2} \right) u(\hat{\tau}_i),
\]

\[
\hat{I}_N^\alpha u(\hat{\tau}_i) := \hat{I}_N^{\alpha - \frac{1}{\mu} + \frac{1}{\mu}} \left( \frac{1 - \hat{\tau}_i}{2} \right) u(\hat{\tau}_i),
\]
with $1 \leq i \leq N$. Recalling that $\hat{I}_{N}^{0,-1+\frac{1}{\mu}}$ and $\hat{I}_{N}^{0,-1+\frac{1}{\mu}}$ are the Lagrange interpolation operators associated with the JG and FJGR points on $\Omega$, respectively, the pair of function $u(\tau)$ and $U(\tau)$ are related by $U(\tau) := u(\tau^\frac{1}{\mu})$. On the other hand, we can write

$$\hat{I}_{N}^{\mu} u(\tau) = \sum_{i=1}^{N} u(\tau_i) \hat{h}^{\mu}(\tau), \quad \hat{I}_{N}^{\mu} u(\tau) = \sum_{i=1}^{N} u(\tau_i) \hat{h}^{\mu}(\tau).$$

In order to simplify the discussion and without loss of generality, in the following we consider the case of JG points. The same result also holds for the FJGR points. According to the Jacobi weight function $\omega^\gamma,\eta(t) = 2^{\gamma+\eta} (1-t)^{\gamma} t^\eta$, $\gamma, \eta > -1$, we define a generalized weight function as $\tilde{\omega}^{a,b}(t) = 2^{a+b} (1-\mu^a t^b \mu)$, with $a, b \in \mathbb{R}$. Thanks to [29], it is easy to obtain that

$$\| u \|_{\tilde{\omega}_1} = \sqrt{c_{\mu}} \| U \|_{\tilde{\omega}_1}, \quad \| \partial_{\tau} u \|_{\tilde{\omega}_1} = \sqrt{\frac{1}{c_{\mu}}} \| \partial_{\tau} U \|_{\tilde{\omega}_1}.$$  

The key to express the error estimates is the introduction of the following differential operators,

$$D_{\tau} u := \frac{\partial U}{\partial t} = \frac{dt}{d\tau} \partial_{\tau} u, \quad D_{\tau}^{k} u := \frac{\partial^{k} U}{\partial t^{k}} = \frac{d^{k} t}{d\tau} \partial_{\tau} D_{\tau}^{k-1} u, \quad k = 2, 3, \ldots,$$

where $t = \tau^\frac{1}{\mu}$. Using the above notation, we obtain

$$\| D_{\tau}^{k} u \|_{\tilde{\omega}_{k,k}} = \sqrt{c_{\mu}} \| \partial_{\tau}^{k} U \|_{\tilde{\omega}_{k,k}}, \quad k = 0, 1, \ldots.$$

To get the error estimates, analogous to the non-uniformly Jacobi-weighted Sobolev spaces $B_{\omega,-1+\frac{1}{\mu}}^{n}$ in [28],

$$B_{\omega,-1+\frac{1}{\mu}}^{n} := \left\{ U : \partial_{\tau}^{k} U \in L^{2}_{\omega,k-1+\frac{1}{\mu}}, \quad k = 0, 1, \ldots, n \right\},$$

we define the following weighted Sobolev space

$$\tilde{B}_{\mu}^{n}(\Omega) = \left\{ u : D_{\tau}^{k} u \in L^{2}_{\tilde{\omega}_{k,k}}, \quad k = 0, 1, \ldots, n \right\}$$

equipped with the norm and semi-norm

$$\| u \|_{\tilde{B}_{\mu}^{n}} = \left( \sum_{k=0}^{n} \| D_{\tau}^{k} u \|_{\tilde{\omega}_{k,k}}^{2} \right)^{1/2}, \quad \| u \|_{\tilde{B}_{\mu}^{n}} = \| D_{\tau}^{n} u \|_{\tilde{\omega}_{n,k}}.$$ 

Throughout this paper, we use the notation $A \leq B$ to indicate that there exists a generic positive constant $c$, independent of $N$ and any function, such that $A \leq c B$. The following results from [28] show stability of the JG and FJGR interpolation operators. The error estimates in the next theorem for JG and FJGR interpolation can be found in [28].

**Theorem 6.1.** For any function $U \in B_{\omega,-1+\frac{1}{\mu}}^{n}$, with $0 \leq i \leq n \leq N$, $n \geq 1$, we have

$$\| \partial_{\tau}^{i} (I_{N}^{0,-1+\frac{1}{\mu}} U - U) \|_{\tilde{\omega}_{i-1+\frac{1}{\mu}}} \leq N^{i-n} \| \partial_{\tau}^{n} U \|_{\tilde{\omega}_{n,n-1+\frac{1}{\mu}}}.$$ 

The same result holds for $I_{N}^{0,-1+\frac{1}{\mu}}$.
From Theorem 6.1, an optimal error estimate for the generalized interpolation based on the JG points is obtained by

\[
\|D^l_N (\tilde{I}^N u - u)\|_{\mathcal{L}^l} \leq N^{l-n} \|D^l_N u\|_{\mathcal{L}^{n,n}}, \quad u \in \tilde{B}^n_N (\Omega).
\]

In the sequel, we present a convergence analysis for the generalized integral fractional pseudospectral scheme with collocation at the JG points in the \(L^2\)-norm. The same results also hold for collocation at the FJGR points. Without loss of generality, we consider the nonlinear FIE

\[
u(\tau) = F(\tau) + a \int_{\tau}^\tau \lambda(\tau)u(\tau) + a \int_{\tau}^\tau g(\tau, u(\tau)),
\]

where \(g(t, u(t))\) satisfies a Lipschitz condition with Lipschitz constant \(\gamma\),

\[
\|g(., u_2) - g(., u_1)\|_{L^2} \leq \gamma \|u_2 - u_1\|_{L^2}.
\]

Let \(u_N(\tau) = \sum_{i=1}^N \hat{u}_i \hat{I}_i^\mu (\tau)\) be the obtained numerical solution using the introduced scheme. In the following theorem, we give an error estimate for the numerical solution \(u_N\) of the problem (6.3) in the sense of the \(L^2\)-norm.

**Theorem 6.2.** Let \(u\) be the exact solution of the fractional equation (6.3), and let the approximated solution \(u_N\) be given by the scheme introduced in Section 5.1 with the JG collocation points. If \(u \in \tilde{B}^n_N (\Omega)\), then the approximated solution \(u_N\) converges to the exact solution \(u\). Also, for sufficiently large \(N\), the following error estimate holds:

\[
\|u - u_N\|_{L^2} \leq N^{-n} \|D^l_N u\|_{\mathcal{L}^{n,n}}.
\]

**Proof.** We observe that the solution \(u\) of (6.3) satisfies

\[
u(\tau) = F(\tau) + a \int_{\tau}^\tau \lambda(\tau)u(\tau) + a \int_{\tau}^\tau g(\tau, u(\tau)).
\]

It follows from the generalized integral fractional pseudospectral scheme that

\[
\hat{u}_k = F(\hat{\tau}_k) + \sum_{i=1}^N \hat{I}^\mu_{ki} \lambda(\hat{\tau}_i) \hat{u}_i + \sum_{i=1}^N \hat{I}^\mu_{ki} g(\hat{\tau}_i, \hat{u}_i).
\]

Subtracting (6.6) from (6.5), we get

\[
u(\tau) - \hat{u}_k = a \int_{\tau}^\tau \lambda(\tau)u(\tau) - \sum_{i=1}^N \hat{I}^\mu_{ki} \lambda(\hat{\tau}_i) \hat{u}_i + a \int_{\tau}^\tau g(\tau, u(\tau)) - \sum_{i=1}^N \hat{I}^\mu_{ki} g(\hat{\tau}_i, \hat{u}_i)
\]

\[
= a \int_{\tau}^\tau \lambda(\tau)u_N(\tau) + a \int_{\tau}^\tau g(\tau, u_N(\tau)) - g(\tau, u_N(\tau))
\]

\[
+ a \int_{\tau}^\tau \lambda(\tau)u_N(\tau) - \sum_{i=1}^N \hat{I}^\mu_{ki} \lambda(\hat{\tau}_i) \hat{u}_i
\]

\[
+ a \int_{\tau}^\tau g(\tau, u_N(\tau)) - \sum_{i=1}^N \hat{I}^\mu_{ki} g(\hat{\tau}_i, \hat{u}_i)
\]

\[
:= a \int_{\tau}^\tau \lambda(\tau)e(\tau) + a \int_{\tau}^\tau e_g(\tau) + \zeta_k,1 + \zeta_k,2,
\]

with

\[
e(\tau) = u(\tau) - u_N(\tau), \quad e_g(\tau) = g(\tau, u(\tau)) - g(\tau, u_N(\tau)),
\]

\[
\zeta_k,1 = a \int_{\tau}^\tau \lambda(\tau)u_N(\tau) - \sum_{i=1}^N \hat{I}^\mu_{ki} \lambda(\hat{\tau}_i) \hat{u}_i, \quad \zeta_k,2 = a \int_{\tau}^\tau g(\tau, u_N(\tau)) - \sum_{i=1}^N \hat{I}^\mu_{ki} g(\hat{\tau}_i, \hat{u}_i).
\]
A similar analysis can be performed for \( \zeta_{ki} \). Clearly, \( e_{ki}^\mu \), with \( 1 \leq i, k \leq N \), can be bounded by the estimates for the integration errors produced by JG-type quadrature formulas relative to the Jacobi weight \( w^\alpha \). Using [7, Lemma 3.3], we have \( \| e_{ki}^\mu \| \leq M^{-m_{\mu}} \| D_{\mu}^2 h_{ki} \| \omega_{\alpha}^{m_{\mu} - n} \) for some \( n \geq 1 \). Then, for \( \frac{\alpha - 1}{\mu} \leq \mu < \frac{\alpha}{\mu} \), we obtain \( \| e_{ki}^\mu \| = O(M^{-m_{\mu}}) \). The numerical results show that this convergence rate is rather pessimistic.

Using discussions in [14] and Remark 3.1, we have the optimal rate of convergence for the integration error \( e_{ki}^\mu \), given as \( \| e_{ki}^\mu \| = O(M^{-2(1+\frac{\alpha}{\mu})}) \). The numerical results show that this rate is much closer to the numerical rate. Considering the proper parameter \( l_\mu \) and taking \( M \) sufficiently large compared to the value of \( N \), we can reduce the effect of the integral error as much as possible. According to the above discussions, the dominant error in the error equation (6.7) will be in the remaining terms, therefore, we exclude the errors in \( \zeta_{ki} \) and \( \zeta_{ki} \).

Multiplying \( \hat{h}_k^\mu(\tau) \) on both side of the error equation (6.7) and summing up from \( k = 1 \) to \( k = N \) yields

\[
\hat{I}^\mu_N u(\tau) - u_N(\tau) \approx \sum_{k=1}^N (a I^\mu_\tau \lambda(\tau)e(\tau))\hat{h}_k^\mu(\tau) + \sum_{k=1}^N (a I^\mu_\tau e_\varphi(\tau))\hat{h}_k^\mu(\tau).
\]

Then, we have

\[
u_N(\tau) \approx \hat{I}^\mu_N u(\tau) - \sum_{k=1}^N (a I^\mu_\tau \lambda(\tau)e(\tau))\hat{h}_k^\mu(\tau) - \sum_{k=1}^N (a I^\mu_\tau e_\varphi(\tau))\hat{h}_k^\mu(\tau) = \hat{I}^\mu_N u(\tau) - \hat{I}^\mu_N (a I^\mu_\tau \lambda(\tau)e(\tau)) - \hat{I}^\mu_N (a I^\mu_\tau e_\varphi(\tau)).
\]

(6.8)

Consequently, from (6.8), we get

\[
e(\tau) \approx u(\tau) - \hat{I}^\mu_N u(\tau) + \hat{I}^\mu_N (a I^\mu_\tau \lambda(\tau)e(\tau)) - a I^\mu_\tau \lambda(\tau)e(\tau) + a I^\mu_\tau \lambda(\tau)e(\tau) + a I^\mu_\tau e_\varphi(\tau) + a I^\mu_\tau e_\varphi(\tau)
\]

(6.9)

\[
\hat{I}^\mu_N \lambda(\tau)e(\tau) + a I^\mu_\tau e_\varphi(\tau) + \zeta^1 + \zeta^2 + \zeta^3,
\]

where

\[
\zeta^1 = u(\tau) - \hat{I}^\mu_N u(\tau), \quad \zeta^2 = \hat{I}^\mu_N (a I^\mu_\tau \lambda(\tau)e(\tau)) - a I^\mu_\tau \lambda(\tau)e(\tau), \quad \text{and}
\]

\[
\zeta^3 = \hat{I}^\mu_N (a I^\mu_\tau e_\varphi(\tau)) - a I^\mu_\tau e_\varphi(\tau).
\]

Taking the \( L^2 \)-norm in (6.9), we have

\[
\| e \|_{L^2} \leq \| a I^\mu_\tau \lambda(\tau)e(\tau) \|_{L^2} + \| a I^\mu_\tau e_\varphi(\tau) \|_{L^2} + \| \zeta^1 \|_{L^2} + \| \zeta^2 \|_{L^2} + \| \zeta^3 \|_{L^2}.
\]

Since for \( \alpha > 0, a I^\mu_\tau : L^2(\Omega) \rightarrow L^2(\Omega) \) is a bounded linear operator (see [6]), we have

\[
\| a I^\mu_\tau \lambda(\tau)e(\tau) \|_{L^2} \leq C_1 \| \lambda e \|_{L^2} \leq C_1 \max_{\tau \in (0,1)} | \lambda(\tau) | \| e \|_{L^2}.
\]

Using the Lipschitz condition, we obtain \( \| a I^\mu_\tau e_\varphi(\tau) \|_{L^2} \leq C_2 \| e \|_{L^2} \) for some constants \( C_i \).

Taking \( l = 0 \) in (6.2), we have \( \| \zeta^1 \|_{L^2} \leq N^{-n} \| D_{\mu}^2 u \|_{\omega^{n-n}} \). From \( B_{\mu}^{\omega_{\alpha}}(\Omega) \subseteq B_{\mu}^{\omega_{\alpha}}(\Omega) \), we get

\[
\| \zeta^2 \|_{L^2} \leq C_3 \| a I^\mu_\tau \lambda(\tau)e(\tau) \|_{L^2} \leq C_1 C_3 \max_{\tau \in (0,1)} | \lambda(\tau) | \| e \|_{L^2}.
\]

A similar analysis can be performed for \( \zeta^3 \). Thus, we have

\[
\| \zeta^3 \|_{L^2} \leq C_4 \| a I^\mu_\tau e_\varphi(\tau) \|_{L^2} \leq C_2 C_4 \| e \|_{L^2}.
\]

These estimates show that the numerical solution \( u_N(\tau) \) converges to the exact solution, and also the desired estimate (6.4) is obtained.
6.2. Convergence rates. At the end of this section, we theoretically provide accurate convergence rates for our numerical methods, which will be justified using numerical examples. We express the convergence rates as a function of \( \alpha, \mu \), and the singularity index of the solution. We first present the convergence rate for the error of the generalized interpolation operator. For this objective, assume that the singularity of \( u(\tau) \in L^2_{\alpha, b} \) near \( t = 0 \) behaves like \( \sum_{i=1}^{\infty} O(t^{\delta_i}) \), where \( 0 < \delta_1 < \delta_2 < \ldots \). Then the singularity of \( U(\tau) = u(\tau^{1/\alpha}) \) behaves like \( \sum_{i=1}^{\infty} O(t^{\delta_i}) \). Inspired by [16] and using (6.1), we can derive the convergence rate of the interpolation error as

\[
\|u - \hat{I}_N^\mu u\|_{\tilde{L}^{\alpha, b}} = \sqrt{c_{\mu}} \|U - \hat{I}_N^{0, -1 + \frac{\mu}{\alpha}} U\|_{\omega, 1 + \frac{\mu}{\alpha} + b} \simeq O(N^{-R_{\mu, b}}),
\]

where, if \( \alpha \mid \delta_j \), for \( j = 1, 2, \ldots, i - 1 \), and \( \alpha \nmid \delta_i \), we have for the rate exponent that \( R_{\mu, b} = 1 + 2\frac{\delta_i}{\mu} + \frac{1}{b} + b - 1 = \frac{1}{\mu} + b \). Moreover, if \( \alpha \mid \delta_j, j = 1, 2, \ldots \), then exponential convergence is observed.

To obtain the convergence rate of the proposed schemes, we consider the model fractional equation \( \hat{\xi}D_t^\mu u(t) = f(t) \) with initial conditions \( u^{(k)}(0) = u_k \), for \( k = 0, 1, \ldots, m - 1 \). Let \( u_N(\tau) = \sum_{i=1}^{N} \hat{u}_i t^\mu(\tau) \) be the approximate solution obtained by the proposed numerical schemes. To reach a high rate of convergence and exponential convergence, the index \( \mu \) must be chosen such that it balances the singularity of the solution \( u \) and the singularity of the forcing term \( f \). Considering the stability of the method, we try to choose \( \mu \) such that \( \mu \mid \delta_i \) and \( \mu \mid \delta_j - \alpha \) for some index of \( i, j = 1, 2, \ldots \). By this, we obtain a convergence rate for the error estimates as \( \|u - u_N\|_{L^2(I)} \simeq O(N^{-\kappa - \alpha}) \). Motivated and inspired by the first Strang Lemma (see [28]) and using \( (u - u_N)^{(k)}(0) = 0 \), for \( k = 0, 1, \ldots, m - 1 \), we use the following trivial inequality

\[
\|u - u_N\|_{L^2} \leq \|u - \hat{I}_N^\mu u\|_{L^2} + \|I_t^\mu (\hat{\xi}D_t^\mu (u - u_N))\|_{L^2}.
\]

By the generalized Hardy’s inequality (see [7]), there exists a constant \( c_1 \) independent of \( N \) and \( u \) such that

\[
\|I_t^\mu (\hat{\xi}D_t^\mu (u - u_N))\|_{L^2} \leq c_1 \|\hat{\xi}D_t^\mu (u - u_N)\|_{\omega, \kappa},
\]

where \( \kappa \) must be chosen near 1 such that

\[
\sup_{-1 < t < 1} \int_{-1}^{t} (1 + t)^{-\kappa} dt < \infty.
\]

Then, we get

\[
\|u - u_N\|_{L^2} \leq \|u - \hat{I}_N^\mu u\|_{L^2} + \|\hat{\xi}D_t^\mu (u - u_N)\|_{\omega, \kappa}
\]

\[
\leq \|u - \hat{I}_N^\mu u\|_{L^2} + \|f - \hat{I}_N^\mu f\|_{\omega, \kappa},
\]

where \( \hat{I}_N^\mu u(\tau) := \tau^\alpha \hat{I}_N^\mu (\tau^{-\alpha} u(\tau)) \). In the inequality in (6.11), the term \( \|u - \hat{I}_N^\mu u\|_{L^2(I)} \) is related to \( u(t) \sim t^{\delta_1} + t^{\delta_2} + \ldots \) and \( \|f - \hat{I}_N^\mu f\|_{\omega, \kappa} \) is related to the forcing term \( f(t) \sim t^{\delta_1 - \alpha} + t^{\delta_2 - \alpha} + \ldots \). For the first term, using (6.10), we have

\[
\|u - \hat{I}_N^\mu u\|_{L^2(I)} = O(N^{-\kappa - (1 + 2\delta)}).
\]

For the second term, since \( u_N \in M_{N-1, \mu} \) it follows that \( \hat{\xi}D_t^\mu u_N \in t^{-\alpha} M_{N-1, \mu} \). Thus, we get

\[
\|f - \hat{I}_N^\mu f\|_{\omega, \kappa} = \|f - t^{\alpha} \hat{I}_N^\mu (t^{-\alpha} f)\|_{\omega, \kappa} = \|t^{\alpha} (t^{-\alpha} f - \hat{I}_N^\mu f)\|_{\omega, \kappa}
\]

\[
= \|t^{-\alpha} f - \hat{I}_N^\mu t^{-\alpha} f\|_{\omega, \kappa + 2\alpha}.
\]
Numerical rates and the approximation errors when \((\alpha, \mu, \delta_1, \delta_2) = (0.8, 0.8, 0.8, 1)\) for different \(N\).

<table>
<thead>
<tr>
<th>(N)</th>
<th>(R_{\mu,0})</th>
<th>(r_{\mu,\alpha})</th>
<th>(\hat{r}_{\mu,\alpha})</th>
<th>(|u - \hat{P}_N^\mu u|_2)</th>
<th>(|u - u_N|_2)</th>
<th>(|u - \hat{u}|_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.9793</td>
<td>3.2333</td>
<td>2.6044</td>
<td>4.1219e-05</td>
<td>8.6588e-05</td>
<td>3.6078e-04</td>
</tr>
<tr>
<td>20</td>
<td>3.8444</td>
<td>3.1035</td>
<td>2.5498</td>
<td>3.2930e-06</td>
<td>1.2800e-05</td>
<td>7.5963e-05</td>
</tr>
<tr>
<td>50</td>
<td>3.7822</td>
<td>3.0362</td>
<td>2.5193</td>
<td>1.1221e-07</td>
<td>9.1827e-07</td>
<td>6.8086e-06</td>
</tr>
<tr>
<td>100</td>
<td>3.7650</td>
<td>3.0167</td>
<td>2.5059</td>
<td>8.5208e-08</td>
<td>1.1967e-07</td>
<td>1.5828e-06</td>
</tr>
<tr>
<td>150</td>
<td>3.7548</td>
<td>3.0059</td>
<td>2.5063</td>
<td>1.8767e-09</td>
<td>3.6006e-08</td>
<td>5.8208e-07</td>
</tr>
</tbody>
</table>

Numerical rates and the approximation errors when \((\alpha, \mu, \delta_1, \delta_2) = (0.31, 0.7, 0.67, 0.93)\) for different \(N\).

<table>
<thead>
<tr>
<th>(N)</th>
<th>(R_{\mu,0})</th>
<th>(r_{\mu,\alpha})</th>
<th>(\hat{r}_{\mu,\alpha})</th>
<th>(|u - \hat{P}_N^\mu u|_2)</th>
<th>(|u - u_N|_2)</th>
<th>(|u - \hat{u}|_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4.9394</td>
<td>3.4232</td>
<td>2.0663</td>
<td>1.3690e-05</td>
<td>8.8073e-05</td>
<td>6.4988e-04</td>
</tr>
<tr>
<td>20</td>
<td>4.7746</td>
<td>3.3541</td>
<td>1.9870</td>
<td>5.9438e-07</td>
<td>8.4383e-06</td>
<td>1.9145e-04</td>
</tr>
<tr>
<td>50</td>
<td>4.7078</td>
<td>3.3366</td>
<td>1.9448</td>
<td>8.9998e-09</td>
<td>4.7610e-07</td>
<td>3.5420e-05</td>
</tr>
<tr>
<td>100</td>
<td>4.6985</td>
<td>3.3362</td>
<td>1.9310</td>
<td>1.0350e-10</td>
<td>5.0301e-08</td>
<td>9.6500e-06</td>
</tr>
<tr>
<td>150</td>
<td>4.6949</td>
<td>3.3398</td>
<td>1.9261</td>
<td>3.0297e-11</td>
<td>1.3290e-08</td>
<td>4.4507e-06</td>
</tr>
</tbody>
</table>

Since the singularity index of \(t^{-\alpha} f\) is \(\delta_j = 2\alpha\), with \(j = 1, 2, \ldots\), using (6.10), we obtain

\[
\|f - \hat{P}_N^\mu f\|_{p,\alpha} = O \left(N^{-(1 + 2\delta_{\alpha}(\beta + \frac{2\delta_{\alpha}}{\mu}) + \frac{1}{\mu} - 1)}\right) = O \left(N^{-(\frac{2}{\mu}(\delta_{\alpha} + \frac{2\delta_{\alpha}}{\mu}))}\right).
\]

From (6.12) and (6.13), we have that \(r_{\mu,\alpha} = \min(\frac{1}{\mu}(1 + 2\delta_{\alpha} - \frac{2\delta_{\alpha}}{\mu} - \frac{2\delta_{\alpha}}{\mu} + 1))\). More detailed, if \(\mu | \alpha\) is related to \(\delta_i D_i^\alpha u_N(t) = \sum_{i=1}^{\infty} \hat{u}_i(\delta_i D_i^\alpha \hat{h}_i^\mu(\tau))\), and \(\mu | \delta_i\), with \(i = 1, \ldots, j - 1\), and \(\mu | \delta_j\) is related to \(u(t) \sim t^{\delta_i + \delta_j} + t^{\delta_j + \delta_k} + \ldots\), we have \(\delta_i = \delta_j\). Also, if \(\mu | \delta_i - \alpha\), with \(i = 1, \ldots, k - 1\), and \(\mu | \delta_k - \alpha\) is related to \(f(t) \sim t^{\delta_1 - \alpha} + t^{\delta_2 - \alpha} + \ldots\), we have \(\delta_i = \delta_k\). It is also noteworthy to point out that if we have \(\mu | \delta_i\), with \(i = 1, 2, \ldots\), and \(\mu | \alpha\), then we get exponential convergence. For the numerical experiments, we define the convergence rate for the error as

\[
\|u - \hat{u}\|_\infty = \max_{1 \leq i \leq N} |u(\hat{r}_i) - \hat{u}_i| = O(N^{-r_{\mu,\alpha}}),
\]

where \(u = (u(\hat{r}_1), \ldots, u(\hat{r}_N))^T\) and \(\hat{u} = (\hat{u}_1, \ldots, \hat{u}_N)^T\). One can use the Sobolev inequality \(\|u - \hat{u}\|_\infty \leq (\|u - u_N\|_2 + \|u - 2u_N\|_2)\) to estimate the numerical convergence rate as \(\hat{r}_{\mu,\alpha} = \min(\frac{2}{\mu}(\delta - \alpha) + \frac{2\delta}{\mu} + 1)\).

7. Applications and numerical results. In this section, in order to test the efficiency and accuracy of the proposed schemes, we present some numerical examples. In the first example, we illustrate the theoretical convergence rates presented in this paper. In all examples, the \(L^2\)-norm is evaluated by JG quadrature with 200 points.

Example 7.1. For a better treatment of the singularity, let \(u(t) = t^{\delta_1 + \delta_2}\) be the exact solution of \(\delta_i D_i^\alpha u(t) = f(t)\) with \(\alpha \leq \delta_1 < \delta_2\). We investigate this example for various instances of the quadrupel parameter \((\alpha, \mu, \delta_1, \delta_2)\). The notation is such that the triplet \((R_{\mu,0}^*, r_{\mu,\alpha}^*, \hat{r}_{\mu,\alpha}^*)\) are the presented convergence rates in Section 7 and the triplet \((R_{\mu,b}^*, r_{\mu,\alpha}^*, \hat{r}_{\mu,\alpha}^*)\) are the numerical convergence rates.

In Table 7.1, we list the numerical convergence rates \((R_{\mu,0}^*, r_{\mu,\alpha}^*, \hat{r}_{\mu,\alpha}^*)\), and the approximation errors \(\|u - \hat{P}_N^\mu u\|_2, \|u - u_N\|_2, \|u - \hat{u}\|_\infty\) for some values of the collocation points \(N\) when \((\alpha, \mu, \delta_1, \delta_2) = (0.8, 0.8, 0.8, 1)\). We observe that by increasing the
which strongly improve with increasing $N$ versus the values of $\alpha, \delta$.

Table 7.4, we compare our convergence rates with the numerical results for nonsmooth solutions.

The spectral rate of convergence. Again, we can see that our proposed rates are in accordance with the observations for several cases of $r$ and more realistic than those in [6, 35, 43].

In Table 7.3, for the case $(\alpha, \mu, \delta_1, \delta_2) = (0.1, \mu, 0.1, 0.2)$, the numerical rates, our expected rates, and the errors $\|u - u_N\|_{L^2}$ and $\|u - \tilde{u}\|_\infty$ for some values of $\mu$ and $N = 70$ are listed. As we can see, by decreasing $\mu$, exponential convergence (e, e) is achieved. In Table 7.4, we compare our convergence rates with $\mu = \alpha$, 1 and the rates in [6, 35, 43] for several cases of $(\alpha, \delta_1, \delta_2)$. We see that our expected rates of the proposed method are higher and more realistic than those in [6, 35, 43].

In Figure 7.1 (left), the numerical rates $r_{\mu, \alpha}$ and our expected rates $r^*_{\mu, \alpha}$ are displayed versus $\delta_2$ for several cases of $(\alpha, \mu, \alpha, \delta_2)$. We observe that for $\delta_2 \leq 2\alpha - 1$, we have $r^*_{\mu, \alpha} = \frac{2}{\mu}(1 + \delta_2 - \alpha)$, and for $\delta_2 \geq 2\alpha - 1$, we have $r^*_{\mu, \alpha} = \frac{1}{\mu}(1 + 2\delta_1)$. Also, similar observations for several cases of $(\alpha, \mu, \delta_1, \delta_2)$ with various parameter $\mu$ and $N = 70$ can be observed in Figure 7.1 (right).

In Figure 7.2, we consider four cases of $(\alpha, \mu, \delta_1, \delta_2)$ given by

$$\{ (0.4, 0.6, 0.6, 1), (0.3, 0.7, 0.6, 0.9), (1.2, 1, 1.2, 1.5), (0.9, 0.9, 1, 1.5), (0.9, 0.9, 1, 1.2), (0.4, 0.6, 0.6, 1), (1.3, 1.5, 1.4, 1.7) \}.$$
FIG. 7.1. The curves of the numerical rates $r_{\mu,\alpha}$ and our expected rates $r^*_{\mu,\alpha}$ plotted against different $\delta_2$ with $\alpha = \delta_1$ (left) and against different $\mu$ (right) for several cases of $(\alpha, \mu, \delta_1, \delta_2)$ when $N = 70$.

FIG. 7.2. The behavior of $\|u - u_N\|_{L^2}$, $N^{-r^*_{\mu,\alpha}}$, $\|u - \hat{I}_N^\mu u\|_{L^2}$, and $N^{-R^*_{\mu,0}}$ versus the values of $N$ for several cases of $(\alpha, \mu, \delta_1, \delta_2)$.

FIG. 7.3. The graph of the numerical rates $r_{\mu,\alpha}$ and our expected rates $r^*_{\mu,\alpha}$ versus $N$ for Cases 5-12 of $(\alpha, \mu, \delta_1, \delta_2)$.

TABLE 7.5
$L^\infty$-norm error and CPU time using MATLAB on a 2.60 GHz personal computer.
\[
\begin{array}{cccccccc}
\hline
N  & FSCM [40] & \mu = 0.9 & \mu = 1.1 & \mu = 1.3 \\
\hline
6  & CPU Error & 0.4902 \times 10^{-4} & 0.0542 \times 10^{-4} & 0.0539 \times 10^{-13} & CPU Error & 0.0538 \times 10^{-6} \\
7  & CPU Error & 0.5519 \times 10^{-5} & 0.0597 \times 10^{-6} & 0.0589 \times 10^{-13} & CPU Error & 0.0598 \times 10^{-6} \\
8  & CPU Error & 0.7408 \times 10^{-6} & 0.0672 \times 10^{-7} & 0.0680 \times 10^{-13} & CPU Error & 0.0676 \times 10^{-7} \\
\hline
\end{array}
\]
and in Figure 7.3, we present the numerical rates $r_{\mu, \alpha}$ and our expected rates $r^*_{\mu, \alpha}$ versus $N$ for these cases. It is observed that the desired convergence rates are obtained. We take the case $(1.2, 1.5, 6)$ which is solved in [8] using a fourth-order accurate scheme. Here, using our numerical approach, we obtain a convergence rate of $r_{\mu, 1.2} = \frac{2.6}{\mu}$. Finally, we choose a setting with $u(t) = t^6$ as the exact solution. In Table 7.5, we compare the error in the $L^\infty$-norm and the CPU time corresponding to the fractional spectral collocation method (FSCM) in [40] and our method.

In this example, we have tried to examine different cases of solutions including ones with various singularities at zero. We observe that the numerical results are well consistent with the theoretical analysis of the convergence rates. It is worth mentioning that these convergence rates are obtained for any linear/nonlinear FDEs.

**Example 7.2.** In this example, to demonstrate the performance of the proposed methods, we investigate three multi-term FDEs. At first we consider [18]

\[
\begin{align*}
6 D_t^{1.2} u(t) + (2 + \sin(4\pi t)) D_t^{0.7} u(t) + (2 + \cos t) u(t) &= f(t), \\
\end{align*}
\]

with $u(0) = u'(0) = 1$ and the exact solution $u(t) = e^t + t^{6+\frac{4}{7}} + t^{5+\frac{4}{7}}$. Secondly, we consider [40]:

\[
\begin{align*}
\sum_{i=1}^{6} 6 D_t^{\alpha_i} u(t) &= f(t), \\
(\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6) &= \left(\frac{1}{5}, \frac{1}{3}, \frac{5}{7}, \frac{4}{7}, \frac{12}{7}\right),
\end{align*}
\]

with $u(0) = u'(0) = 0$ and the exact solution $u(t) = t^{6+\frac{4}{7}} + t^{5+\frac{4}{7}}$.

In Figures 7.4–7.5, we display the errors in the $L^\infty$-norm of the numerical solutions (left) and the corresponding condition numbers of the system (right) versus $N$ and for several values of $\mu$ for the multi-term FDEs (7.1) and (7.2), respectively. We observe that the new scheme is
well-conditioned and the corresponding condition number of the linear system behaves like a constant (see [18, 40] for comparison). As a further observation, we notice that the new fractional pseudospectral schemes enjoy spectral accuracy.

It is noteworthy that the underlying solution of (7.1) and (7.2) are sufficiently smooth. Therefore, for a better understanding of the singularity, we examine the following non-linear FDEs

(7.3) \[ \frac{\partial}{\partial t} D_{t}^{1.5} u(t) + \left(1 + e^{-1000t^2}\right) \frac{\partial}{\partial t} D_{t}^{0.6} u(t) + \left(1 + e^{-1000(1+t^2)^2}\right) u^4(t) = f(t), \]

with initial conditions \(u(0) = 0, \ u'(0) = 1\) and the exact solution \(u(t) = \sin(t) + t^{1.9} + t^{2.3}\), \(t \in [0, 1]\). In Figure 7.6, the convergence history of the \(L^\infty\)-errors versus \(N\) with 25 iterations (left) and versus \(m\) with \(N = 50\) (right) for different values of \(\mu\) are presented. We can see that the numerical results are well consistent with the theoretical analysis and that our preconditioned system only requires few iterations.

**Example 7.3.** Consider the following nonlinear FIDEs [34, 35]

\[ \frac{\partial}{\partial t} D_{t}^{0.5} u(t) = \lambda(t) u(t) + f(t) + \sqrt{t} I_{t}^{1/2} u^{2}(t), \quad u(0) = 0, \quad t \in [0, 1], \]

with

\[ \lambda(t) = (2 - \ln(1 + t))(\sqrt{t} + t^{1.5}), \quad f(t) = \frac{2\text{arcsinh}(\sqrt{t})}{\sqrt{\pi(1 + t)}} - 2t^{1.5}. \]

The exact solution of this problem is \(u(t) = \ln(1 + t)\). In order to distinguish the singularity index of \(f(t)\), we apply the following algorithm:
We use the well-conditioned generalized differential fractional pseudospectral method at the $u^\alpha$ with initial condition $u(0) = 1$ and $u'(0) = 0$. The analytical solution is $u(t) = E_{\alpha,1}(-t^\alpha)$. We use the well-conditioned generalized differential fractional pseudospectral method at the FJGR points to solve this FDE. The approximation solutions for $\alpha = 1.3, 1.5, 1.8, 1.95$ and $t_f = 20, 50, 100$ are given in Figure 7.8 with $N = 300$. It is noteworthy that, contrary to the methods based on GIFs presented in [6, 43], we have exponential convergence. To gain more insight, the problem was solved using the generalized integral fractional pseudospectral scheme with collocation at the FJGR points, and the errors $\|u - u_N\|_{L^2}$ versus $N$ for $\alpha = 1.3, 1.5, 1.8, 1.95, t_f = 1, \text{ and } \mu = 0.5, 0.7$, are presented in Figure 7.9.

**Example 7.5.** As the last example, we consider the nonlinear FDEs [20]

$$\frac{\partial}{\partial t}^\alpha u(t) = u_1(u_0 - u(t))^4, \quad t \in (0, 50), \quad 0 < \alpha < 1,$$

$$\frac{\partial}{\partial t}^\alpha u(t) + u(t) = 0, \quad t \in (0, t_f), \quad 1 < \alpha < 2,$$

with initial condition $u(0) = 1$ and $u'(0) = 0$. The analytical solution is $u(t) = E_{\alpha,1}(-t^\alpha)$. We use the well-conditioned generalized differential fractional pseudospectral method at the FJGR points to solve this FDE. The approximation solutions for $\alpha = 1.3, 1.5, 1.8, 1.95$ and $t_f = 20, 50, 100$ are given in Figure 7.8 with $N = 300$. It is noteworthy that, contrary to the methods based on GIFs presented in [6, 43], we have exponential convergence. To gain more insight, the problem was solved using the generalized integral fractional pseudospectral scheme with collocation at the FJGR points, and the errors $\|u - u_N\|_{L^2}$ versus $N$ for $\alpha = 1.3, 1.5, 1.8, 1.95, t_f = 1, \text{ and } \mu = 0.5, 0.7$, are presented in Figure 7.9.

**Example 7.4.** [12] Consider the following fractional oscillation equation

$$\frac{\partial}{\partial t}^\alpha u(t) + u(t) = 0, \quad t \in (0, t_f), \quad 1 < \alpha < 2,$$

with initial condition $u(0) = 1$ and $u'(0) = 0$. The analytical solution is $u(t) = E_{\alpha,1}(-t^\alpha)$. We use the well-conditioned generalized differential fractional pseudospectral method at the FJGR points to solve this FDE. The approximation solutions for $\alpha = 1.3, 1.5, 1.8, 1.95$ and $t_f = 20, 50, 100$ are given in Figure 7.8 with $N = 300$. It is noteworthy that, contrary to the methods based on GIFs presented in [6, 43], we have exponential convergence. To gain more insight, the problem was solved using the generalized integral fractional pseudospectral scheme with collocation at the FJGR points, and the errors $\|u - u_N\|_{L^2}$ versus $N$ for $\alpha = 1.3, 1.5, 1.8, 1.95, t_f = 1, \text{ and } \mu = 0.5, 0.7$, are presented in Figure 7.9.

**Table 7.6**

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$r_{\mu,0.5}$</th>
<th>$r^*_{\mu,0.5}$</th>
<th>$r_{\mu,0.5}$</th>
<th>$r^*_{\mu,0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>e. c</td>
<td>4.3289</td>
<td>4.2857</td>
<td>2.8939</td>
</tr>
<tr>
<td>0.7</td>
<td>e. c</td>
<td>3.3815</td>
<td>3.333</td>
<td>2.2385</td>
</tr>
<tr>
<td>0.9</td>
<td>e. c</td>
<td>3.0177</td>
<td></td>
<td>2.0149</td>
</tr>
<tr>
<td>1</td>
<td>e. c</td>
<td>1.640</td>
<td></td>
<td>1.07e-6</td>
</tr>
</tbody>
</table>

**Table 7.7**

Approximation errors $\|u - u_N\|_{L^2}$ for our method with $\alpha = 0.5$ and the method in [35].

<table>
<thead>
<tr>
<th>$N$</th>
<th>Our method</th>
<th>Method in [35]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.55e-08</td>
<td>3.62e-03</td>
</tr>
<tr>
<td>40</td>
<td>4.33e-13</td>
<td>5.64e-05</td>
</tr>
<tr>
<td>70</td>
<td>3.47e-13</td>
<td>3.18e-13</td>
</tr>
<tr>
<td>100</td>
<td>2.72e-13</td>
<td>2.31e-13</td>
</tr>
<tr>
<td>130</td>
<td>1.86e-13</td>
<td>1.64e-06</td>
</tr>
<tr>
<td>150</td>
<td>1.07e-6</td>
<td>1.07e-6</td>
</tr>
</tbody>
</table>
Fig. 7.8. Numerical solution $u_{300}(t)$ with $\alpha = 1.3, 1.5, 1.85, 1.95$ and $t_f = 20, 50, 100$.

Fig. 7.9. The errors $\|u - u_N\|_2$ as a function of $N$ for $\alpha = 1.3, 1.5, 1.8, 1.95$ and $\mu = 0.5$ (left), $\mu = 0.7$ (right).

with initial condition $u(0) = 0$. The solution has an asymptotic representation for $u(t)$ of the form

$$u(t) \approx 2u_1u_0^4 \sqrt{\frac{t}{\pi}}, \quad t \ll 1,$$

$$u(t) \approx u_0(1 - \frac{1}{u_1\sqrt{\pi}})t^\frac{1}{4}.$$

This model for $\alpha = 0.5$ arises in the process of cooling of a semi-infinite body by radiation. We apply the proposed method to solve this problem. In Figure 7.10, we display the asymptotic solution and the numerical solution obtained by the generalized differential fractional pseudospectral scheme for $u_0 = u_1 = 1$ and for different values of $N$. The results can be compared with those in [20].

8. Conclusion. This paper provides the generalized fractional pseudospectral integration and differentiation matrices (GFPIMs and GFPDMs) in terms of fractional power Lagrange interpolation functions for solving fractional models such as fractional differential equations.
Fractional pseudospectral methods for solving FDEs

(FDEs). One of the most important contributions of this work is that the new fractional pseudospectral scheme can effectively capture at least one end-point singularity factor of the solutions of fractional problems. We provide an efficient and stable approach using three-term formulas and Jacobi-Gauss-type quadrature to compute the GFPIMs and GFPDMS at the specific set of JG and FJGR points. Also, we use the remarkable property of the integral fractional pseudospectral scheme to preconditioning the systems resulting from the differential fractional pseudospectral scheme, and thus, we obtain well-conditioned systems. A rigorous convergence analysis and new convergence rates with detailed error estimates for the proposed fractional pseudospectral schemes are derived. The performance of the proposed methods is demonstrated by some numerical examples of FDEs. Furthermore, the numerical results verified the proposed spectral rate of convergence.
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