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Abstract. In computational mathematics, when dealing with a large linear discrete problem (e.g., a linear system) arising from the numerical discretization of a partial differential equation (PDE), knowledge of the spectral distribution of the associated matrix has proved to be useful information for designing/analyzing appropriate solvers—especially, preconditioned Krylov and multigrid solvers—for the considered problem. Actually, this spectral information is of interest also in itself as long as the eigenvalues of the aforementioned matrix represent physical quantities of interest, which is the case for several problems from engineering and applied sciences (e.g., the study of natural vibration frequencies in an elastic material). The theory of multilevel generalized locally Toeplitz (GLT) sequences is a powerful apparatus for computing the asymptotic spectral distribution of matrices $A_n$ arising from virtually any kind of numerical discretization of PDEs. Indeed, when the mesh-fineness parameter $n$ tends to infinity, these matrices $A_n$ give rise to a sequence $\{A_n\}_n$, which often turns out to be a multilevel GLT sequence or one of its “relatives”, i.e., a multilevel block GLT sequence or a (multilevel) reduced GLT sequence. In particular, multilevel block GLT sequences are encountered in the discretization of systems of PDEs as well as in the higher-order finite element or discontinuous Galerkin approximation of scalar/vectorial PDEs. In this work, we systematically develop the theory of multilevel block GLT sequences as an extension of the theories of (unilevel) GLT sequences [Garoni and Serra-Capizzano, Generalized Locally Toeplitz Sequences: Theory and Applications. Vol. I., Springer, Cham, 2017], multilevel GLT sequences [Garoni and Serra-Capizzano, Generalized Locally Toeplitz Sequences: Theory and Applications. Vol. II., Springer, Cham, 2018], and block GLT sequences [Barbarino, Garoni, and Serra-Capizzano, Electronic Trans. Numer. Anal., 53 (2020), pp. 28–112]. We also present several emblematic applications of this theory in the context of PDE discretizations.
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1. Introduction. The theory of generalized locally Toeplitz (GLT) sequences stems from Tili’s work on locally Toeplitz (LT) sequences [66] and from the spectral theory of Toeplitz matrices [2, 17, 18, 19, 20, 49, 53, 67, 69, 70, 71]. It was then carried forward in [40, 41, 62, 63], and it has been recently extended in [3, 4, 5, 6, 7, 9]. This theory, especially in its multidimensional version [41, 62, 63], is a powerful apparatus for computing the asymptotic spectral distribution of matrices arising from the numerical discretization of continuous problems such as integral equations (IEs) and, especially, partial differential equations (PDEs). Experience reveals that virtually any kind of numerical method for the discretization of PDEs gives rise to structured matrices $A_n$ whose asymptotic spectral distribution, as the mesh-fineness parameter $n$ tends to infinity, can be computed through the theory of GLT sequences. We refer the reader to [40, Section 10.5], [41, Section 7.3], and [16, 62, 63] for applications of the theory of GLT sequences in the context of finite difference (FD) discretizations of PDEs; to [40, Section 10.6], [41, Section 7.4], and [11, 16, 33, 55, 63] for the finite element (FE) case; to [13] for the finite volume (FV) case; to [40, Section 10.7], [41, Sections 7.5–7.7], and [27, 35, 36, 37, 38, 56] for the case of isogeometric analysis (IgA) discretizations, both in the collocation and Galerkin frameworks; and to [31] for a further application to fractional differential equations. We also refer the reader to [40, Section 10.4] and [1, 59] for a look at the GLT approach for sequences of matrices arising from IE discretizations.

It is worth emphasizing that the asymptotic spectral distribution of PDE discretization matrices, whose computation is the main objective of the theory of GLT sequences, is not only interesting from a theoretical viewpoint but can also be used for practical purposes. For example, it is known that the convergence properties of mainstream iterative solvers, such as multigrid and preconditioned Krylov methods, strongly depend on the spectral features of the matrices to which they are applied. The spectral distribution can then be exploited to design efficient solvers of this kind and to analyze/predict their performance. In this regard, we recall that noteworthy estimates on the superlinear convergence of the conjugate gradient method obtained by Beckermann and Kuijlaars in [10] are closely related to the asymptotic spectral distribution of the considered matrices. More recently, in the context of Galerkin and collocation IgA discretizations of elliptic PDEs, the spectral distribution computed through the theory of GLT sequences in a series of papers [27, 35, 36, 37, 38] was exploited in [25, 26, 28] to devise and analyze optimal and robust multigrid solvers for IgA linear systems. In addition to the design and analysis of appropriate solvers, the spectral distribution of PDE discretization matrices is of interest also in itself whenever the eigenvalues of such matrices represent relevant physical quantities. This is the case for a broad class of problems arising in engineering and applied sciences such as the study of natural vibration frequencies for an elastic material; see the review [47] and the references therein.

In [8], starting from the original intuition in [63, Section 3.3] and based on the recent contributions [3, 6, 7, 9, 39, 42, 45, 46], the theory of block GLT sequences has been developed in a systematic way as an extension of the theory of GLT sequences. The focus of [8], however, is only on the unidimensional (or unilevel) version of the theory, which allows one to face only unidimensional PDEs (i.e., ordinary differential equations). In this work, we complete [8] by covering the multidimensional (or multilevel) version of the theory, also known as the theory of multilevel block GLT sequences. Such a completion is of the utmost importance in practical applications; in particular, it provides the necessary tools for computing the spectral distribution of multilevel block matrices arising from the discretization of systems of PDEs [63, Section 3.3] and from the higher-order FE or discontinuous Galerkin (DG) approximation of scalar/vectorial PDEs [12, 34, 44, 47]. In addition to developing the theory of multilevel block GLT sequences, we also present some of its most emblematic applications in the context of PDE discretizations.
The exposition in this work is conducted on an abstract level; for motivations and insights we recommend that the reader takes a look at the extended introduction of [8]. Needless to say, the reader who knows [8] will be certainly facilitated in reading this work.

2. Mathematical background. This chapter collects the necessary preliminaries for developing the theory of multilevel block GLT sequences.

2.1. Notation and terminology.

2.1.1. General notation and terminology.

- A permutation \( \sigma \) of the set \( \{1, 2, \ldots, n\} \) is denoted by \( [\sigma(1), \sigma(2), \ldots, \sigma(n)] \).
- \( O_m \) and \( I_m \) denote, respectively, the \( m \times m \) zero matrix and the \( m \times m \) identity matrix. Sometimes, when the size \( m \) can be inferred from the context, \( O \) and \( I \) are used instead of \( O_m \) and \( I_m \). The symbol \( O \) is also used to indicate rectangular zero matrices whose sizes are clear from the context.
- For every \( s \in \mathbb{N} \) and every \( \alpha, \beta = 1, \ldots, s \), we denote by \( E_{\alpha \beta}^{(s)} \) the \( s \times s \) matrix having 1 in position \((\alpha, \beta)\) and 0 elsewhere.
- The eigenvalues and the singular values of a matrix \( X \in \mathbb{C}^{m \times m} \) are denoted by \( \lambda_j(X) \), \( j = 1, \ldots, m \), and \( \sigma_j(X) \), \( j = 1, \ldots, m \), respectively. The maximum and minimum singular values of \( X \) are also denoted by \( \sigma_{\text{max}}(X) \) and \( \sigma_{\text{min}}(X) \), respectively. The spectrum of \( X \) is denoted by \( \Lambda(X) \).
- If \( 1 \leq p \leq \infty \), the symbol \( \| \cdot \|_p \) denotes both the \( p \)-norm of vectors and the associated operator norm for matrices:

\[
\|x\|_p = \begin{cases} 
\left( \sum_{i=1}^{m} |x_i|^p \right)^{1/p} , & \text{if } 1 \leq p < \infty, \\
\max_{i=1,\ldots,m} |x_i| , & \text{if } p = \infty,
\end{cases} \\
\|X\|_p = \max_{x \neq 0} \frac{|Xx|_p}{|x|_p}, \quad X \in \mathbb{C}^{m \times m}.
\]

The 2-norm \( \| \cdot \|_2 \) is also known as the spectral (or Euclidean) norm; it will be preferably denoted by \( \| \cdot \| \).
- Given \( X \in \mathbb{C}^{m \times m} \) and \( 1 \leq p \leq \infty \), \( \|X\|_p \) denotes the Schatten \( p \)-norm of \( X \), which is defined as the \( p \)-norm of the vector \( (\sigma_1(X), \ldots, \sigma_m(X)) \). The Schatten 1-norm is also called the trace-norm. The Schatten 2-norm \( \|X\|_2 \) coincides with the classical Frobenius norm \( \|X\|_F = \left( \sum_{i,j=1}^{m} |x_{ij}|^2 \right)^{1/2} \). The Schatten \( \infty \)-norm \( \|X\|_{\infty} = \sigma_{\text{max}}(X) \) is the classical 2-norm \( \|X\|_2 \). For more on Schatten \( p \)-norms, see [14].
- \( \Re(X) \) and \( \Im(X) \) are, respectively, the real and imaginary parts of the (square) matrix \( X \), i.e., \( \Re(X) = \frac{X+X^*}{2} \) and \( \Im(X) = \frac{X-X^*}{2i} \), where \( X^* \) is the conjugate transpose of \( X \) and \( i \) is the imaginary unit.
- If \( X, Y \in \mathbb{C}^{m \times \ell} \), their componentwise (or Hadamard) product \( X \circ Y \) is the \( m \times \ell \) matrix defined by \( (X \circ Y)_{ij} = x_{ij}y_{ij}, \) for \( i = 1, \ldots, m \) and \( j = 1, \ldots, \ell \).
- If \( X \in \mathbb{C}^{m \times m} \), we denote by \( X^\dagger \) the Moore-Penrose pseudoinverse of \( X \).
- \( C_c(\mathbb{C}) \) (resp., \( C_c(\mathbb{R}) \)) is the space of complex-valued continuous functions defined on \( \mathbb{C} \) (resp., \( \mathbb{R} \)) and with bounded support.
- Let \( w_i : D_i \to \mathbb{C}^{r_i \times r_i}, i = 1, \ldots, d \), set \( r = (r_1, \ldots, r_d) \) and \( N(r) = r_1 \cdots r_d \). We define the tensor-product function \( w_1 \otimes \cdots \otimes w_d : D_1 \times \cdots \times D_d \to \mathbb{C}^{N(r) \times N(r)} \) as follows: for every \( (\xi_1, \ldots, \xi_d) \in D_1 \times \cdots \times D_d \),

\[
(w_1 \otimes \cdots \otimes w_d) (\xi_1, \ldots, \xi_d) = w_1(\xi_1) \otimes \cdots \otimes w_d(\xi_d),
\]
where \( \otimes \) denotes the tensor (Kronecker) product of matrices (see Section 2.2.2).

- If \( z \in \mathbb{C} \) and \( \varepsilon > 0 \), we denote by \( D(z, \varepsilon) \) the open disk with center \( z \) and radius \( \varepsilon \), i.e., \( D(z, \varepsilon) = \{ w \in \mathbb{C} : |w - z| < \varepsilon \} \). If \( S \subseteq \mathbb{C} \) and \( \varepsilon > 0 \), we denote by \( D(S, \varepsilon) \) the \( \varepsilon \)-expansion of \( S \), which is defined as \( D(S, \varepsilon) = \bigcup_{z \in S} D(z, \varepsilon) \).
- \( \chi_{E} \) is the characteristic (indicator) function of the set \( E \).
- A concave bounded continuous function \( \varphi : [0, \infty) \to [0, \infty) \) such that \( \varphi(0) = 0 \) and \( \varphi > 0 \) on \( (0, \infty) \) is referred to as a gauge function. It can be shown that any gauge function \( \varphi \) is non-decreasing and subadditive, i.e., \( \varphi(x + y) \leq \varphi(x) + \varphi(y) \) for all \( x, y \in [0, \infty) \); see, e.g., [40, Exercise 2.4].
- If \( g : D \to \mathbb{C} \) is continuous over \( D \), with \( D \subseteq \mathbb{C}^{k} \) for some \( k \), then we denote by \( \omega_{g}() \) the modulus of continuity of \( g \),

\[
\omega_{g}(\delta) = \sup_{x,y \in D, |x - y| \leq \delta} |g(x) - g(y)|, \quad \delta > 0.
\]

- If \( x, y \in \mathbb{R}^{d} \) are such that \( x_{i} \leq y_{i} \) for all \( i = 1, \ldots, d \), then the symbol \([x, y) \) denotes the hyperrectangle \([x, y) = [x_{1}, y_{1}) \times \cdots \times [x_{d}, y_{d}) \). Similar meanings have the symbols \( (x, y] \), \([x, y] \), \((x, y) \).
- \( \mu_{k} \) denotes the Lebesgue measure in \( \mathbb{R}^{k} \). Throughout this work, unless stated otherwise, all the terminology from measure theory (such as “measurable set”, “measurable function”, “a.e.”, etc.) is always referred to the Lebesgue measure.
- Let \( D \subseteq \mathbb{R}^{k} \), let \( r \geq 1 \) and \( 1 \leq p \leq \infty \). A matrix-valued function \( f : D \to \mathbb{C}^{r \times r} \) is said to be measurable (resp., continuous, a.e. continuous, bounded, Riemann-integrable, in \( L^{p}(D) \), in \( C^{\infty}(D) \), etc.) if its components \( f_{\alpha\beta} : D \to \mathbb{C} \), \( \alpha, \beta = 1, \ldots, r \), are measurable (resp., continuous, a.e. continuous, bounded, Riemann-integrable, in \( L^{p}(D) \), in \( C^{\infty}(D) \), etc.). The space of functions \( f : D \to \mathbb{C}^{r \times r} \) belonging to \( L^{p}(D) \) will be denoted by \( L^{p}(D, r) \) in order to emphasize the dependence on \( r \). For the space of scalar functions \( L^{p}(D, 1) \), we will preferably use the traditional simpler notation \( L^{p}(D) \).
- Let \( f_{m}, f : D \subseteq \mathbb{R}^{k} \to \mathbb{C}^{r \times r} \) be measurable. We say that \( f_{m} \) converges to \( f \) in measure (resp., a.e., in \( L^{p}(D) \), etc.) if \( (f_{m})_{\alpha\beta} \) converges to \( f_{\alpha\beta} \) in measure (resp., a.e., in \( L^{p}(D) \), etc.) for all \( \alpha, \beta = 1, \ldots, r \).
- If \( D \) is any measurable subset of some \( \mathbb{R}^{k} \) and \( r \in \mathbb{N} \), then we set

\[
\mathcal{M}_{D}^{(r)} = \{ f : D \to \mathbb{C}^{r \times r} : f \text{ is measurable} \}.
\]

If \( D = [0, 1]^{d} \times [-\pi, \pi]^{d} \), we preferably use the notation \( \mathcal{M}_{d}^{(r)} \) instead of \( \mathcal{M}_{D}^{(r)} \):

\[
\mathcal{M}_{d}^{(r)} = \{ \kappa : [0, 1]^{d} \times [-\pi, \pi]^{d} \to \mathbb{C}^{r \times r} : \kappa \text{ is measurable} \}.
\]

We use a notation borrowed from probability theory to indicate sets. For example, if \( f, g : D \subseteq \mathbb{R}^{k} \to \mathbb{C}^{r \times r} \), then \( \{ \sigma_{\max}(f) > 0 \} = \{ x \in D : \sigma_{\max}(f(x)) > 0 \} \), \( \mu_{k}(\|f - g\| \geq \varepsilon) \) is the measure of the set \( \{ x \in D : \|f(x) - g(x)\| \geq \varepsilon \} \), etc.

- A function of the form \( f(\theta) = \sum_{j=-q}^{q} f_{j} e^{ij\theta} \) with \( f_{-q}, \ldots, f_{q} \in \mathbb{C}^{r \times r} \) is said to be a (matrix-valued) trigonometric polynomial. If \( f_{-q} \neq O_{r} \text{ or } f_{q} \neq O_{r} \), then the number \( q \) is referred to as the degree of \( f \).
- A sequence of matrices is a sequence of the form \( \{A_{n}\}_{n} \), where \( A_{n} \) is a square matrix of size \( d_{n} \), such that \( d_{n} \to \infty \) as \( n \to \infty \).

### 2.1.2. Multi-index notation

A multi-index \( i \) of size \( d \), also called a \( d \)-index, is simply a (row) vector in \( \mathbb{Z}^{d} \); its components are denoted by \( i_{1}, \ldots, i_{d} \).
• 0, 1, 2, . . . are the vectors of all zeros, all ones, all twos, . . . (their size will be clear from the context).
• For any d-index \( m \), we set \( N(m) = \prod_{j=1}^{d} m_j \), and we write \( m \to \infty \) to indicate that \( \min(m) \to \infty \). The notation \( N(\alpha) = \prod_{j=1}^{d} \alpha_j \) will be actually used for any vector \( \alpha \) with \( d \) components and not only for d-indices.
• If \( h, k \) are d-indices, then \( h \preceq k \) means that \( h_r \leq k_r \) for all \( r = 1, \ldots, d \), while \( h \preceq k \) means that \( h_r > k_r \) for at least one \( r \in \{1, \ldots, d\} \).
• If \( h, k \) are d-indices such that \( h \preceq k \), then the multi-index range \( \{ h, \ldots, k \} \) (or, more precisely, the d-index range \( h, \ldots, k \)) is the set of cardinality \( N(k - h + 1) \) given by \( \{ j \in \mathbb{Z}^d : h \preceq j \preceq k \} \). We assume for this set the standard lexicographic ordering:

\[
(2.1) \quad \left[ \ldots \left[ (j_1, \ldots, j_d) \right]_{j_d=h_d,\ldots,k_d} \right]_{j_d-1=h_d-1,\ldots,k_d-1} \ldots \right]_{j_1=h_1,\ldots,k_1}.
\]

For instance, in the case \( d = 2 \), the ordering is

\[
(h_1, h_2), (h_1, h_2 + 1), \ldots, (h_1, k_2),
\]

\[
(h_1 + 1, h_2), (h_1 + 1, h_2 + 1), \ldots, (h_1 + 1, k_2),
\]

\[
\ldots, (k_1, h_2), (k_1, h_2 + 1), \ldots, (k_1, k_2).
\]

• When a d-index \( j \) varies over a d-index range \( h, \ldots, k \) (this is often written as \( j = h, \ldots, k \)), it is understood that \( j \) varies from \( h \) to \( k \) following the specific ordering (2.1). For instance, if \( m \in \mathbb{N}^d \) and we write \( x = [x_i]_{i=1}^{m} \), then \( x \) is a vector of size \( \bar{N}(m) \) whose components \( x_i \), \( i = 1, \ldots, m \), are ordered in accordance with (2.1): the first component is \( x_1 = x_{(1, \ldots, 1)} \), the second component is \( x_{(1, \ldots, 1, 2)} \), and so on until the last component, which is \( x_m = x_{(m_1, \ldots, m_d)} \). Similarly, if

\[
(2.2) \quad X = [x_{ij}]_{i,j=1}^{m},
\]

then \( X \) is an \( N(m) \times N(m) \) matrix whose components are indexed by a pair of d-indices \( i, j \), both varying from 1 to \( m \) according to the lexicographic ordering (2.1).
• If \( h, k \) are d-indices such that \( h \preceq k \), then the notation \( \sum_{j=h}^{k} \) indicates the summation over all \( j \in h, \ldots, k \).
• If \( i, j \) are d-indices, then \( i \preceq j \) means that \( i \) precedes (or equals) \( j \) in the lexicographic ordering (which is a total ordering on \( \mathbb{Z}^d \)). Moreover, we define

\[
i \wedge j = \begin{cases} i, & \text{if } i \preceq j, \\ j, & \text{if } i \succ j.\end{cases}
\]

Note that \( i \wedge j \) is the minimum among \( i \) and \( j \) with respect to the lexicographic ordering. In the case where \( i \) and \( j \) are 1-indices (i.e., normal scalar indices), it is clear that \( i \wedge j = \min(i, j) \).
• Let \( \{ a_n \}_{n \in \mathbb{N}^d} \) be a family of numbers parameterized by a d-index \( n \). The limit of \( a_n \) as \( n \to \infty \) is defined, as in the case of a traditional sequence \( \{ a_n \}_{n \in \mathbb{N}} \), in the following way: \( \lim_{n \to \infty} a_n = a \) if and only if for every \( \varepsilon > 0 \) there exists \( N \) such that \( a_n \in D(a, \varepsilon) \) for \( n \geq N \). Moreover, we define

\[
\limsup a_n = \lim_{n \to \infty} \left( \sup_{m \geq n} a_m \right), \quad \liminf a_n = \lim_{n \to \infty} \left( \inf_{m \geq n} a_m \right).
\]
• Operations involving $d$-indices that have no meaning in the vector space $\mathbb{Z}^d$ must be interpreted in the componentwise sense. For instance,

\[
i\bar{j} = (i_1j_1, \ldots, i_dj_d),
\]

\[
\bar{\alpha}i/\bar{j} = (\alpha_1i_1j_1, \ldots, \alpha_dj_d), \quad \alpha \in \mathbb{C},
\]

\[
\min(i, \bar{j}) = (\min(i_1, j_1), \ldots, \min(i_d, j_d)),
\]

\[
i \mod m = (i_1 \mod m_1, \ldots, i_d \mod m_d),
\]

etc.

• When a multi-index appears as subscript or superscript, we sometimes suppress the brackets to simplify the notation. For instance, the component of the vector $x = [x_i]_{i=1}^m$ corresponding to the $d$-index $i$ is denoted by $x_i$ or $x_{i_1, \ldots, i_d}$, and we often avoid the heavy notation $x_{(i_1, \ldots, i_d)}$.

• For every $s \in \mathbb{N}$ and $n \in \mathbb{N}^d$, we denote by $\Pi_{n,s}$ the permutation matrix given by

\[
\Pi_{n,s} = \begin{bmatrix}
I_s \otimes e_1^T \\
I_s \otimes e_2^T \\
\vdots \\
I_s \otimes e_n^T
\end{bmatrix} = \sum_{k=1}^n e_k \otimes I_s \otimes e_k^T,
\]

where $\otimes$ denotes the tensor (Kronecker) product (see Section 2.2.2) and $e_i$, $i = 1, \ldots, n$, are the vectors of the canonical basis of $\mathbb{C}^n$, which, for convenience, are indexed by a $d$-index $i = 1, \ldots, n$ instead of a linear index $i = 1, \ldots, N(n)$. For every $s, r \in \mathbb{N}$ and $n \in \mathbb{N}^d$, we define the permutation matrix

\[
(2.3) \quad \Pi_{n,s,r} = \Pi_{n,s} \otimes I_r.
\]

• For every $s \in \mathbb{N}^d$ and every $\ell, k = 1, \ldots, s$, we denote by $E_{\ell k}^{(s)}$ the $N(s) \times N(s)$ matrix having $1$ in position $(\ell, k)$ and $0$ elsewhere.

• A $d$-variate $r \times r$ matrix-valued trigonometric polynomial is a finite linear combination, with coefficients in $\mathbb{C}^{r \times r}$, of the $d$-variate Fourier frequencies

\[
e^{ik \cdot \theta} = e^{i(k_1 \theta_1 + \cdots + k_d \theta_d)}, \quad k \in \mathbb{Z}^d,
\]

that is, a function of the form

\[
f(\theta) = \sum_{k=-N}^{N} f_k e^{ik \cdot \theta}, \quad f_{-N}, \ldots, f_N \in \mathbb{C}^{r \times r}, \quad N \in \mathbb{N}^d.
\]

A number of examples in order to help the reader become familiar with the multi-index notation are presented in [41, Section 2.1.2].

### 2.1.3. Multilevel block matrix-sequences

Recall from Section 2.1.1 that a sequence of matrices is a sequence of the form $\{A_n\}_n$, where $n$ varies in some infinite subset of $\mathbb{N}$ and $A_n$ is a square matrix of size $d_n \to \infty$. A $d$-level $r$-block matrix-sequence is a special sequence of matrices of the form $\{A_n\}_n$, where:

- $n$ varies in some infinite subset of $\mathbb{N}$;
- $n = n(n)$ is a $d$-index with positive components which depends on $n$ and satisfies $n \to \infty$ as $n \to \infty$;
- $A_n$ is a square matrix of size $N(n)r$.

Recall from Section 2.1.2 that $n \to \infty$ means that $\min(n) \to \infty$. 
2.2. Preliminaries on matrix analysis.

2.2.1. Matrix norms. For the reader’s convenience, we report in this section some matrix-norm inequalities that we shall use throughout this work. Given a matrix $X \in \mathbb{C}^{m \times m}$, important bounds for $\|X\|$ in terms of the components of $X$ are the following [40, pp. 29–30]:

\[
|x_{ij}| \leq \|X\|, \quad i, j = 1, \ldots, m, \quad X \in \mathbb{C}^{m \times m},
\]

\[
\|X\| \leq \sqrt{|X|_1 |X|_\infty} \leq \max(|X|_1, |X|_\infty) \leq \sum_{i,j=1}^m |x_{ij}|, \quad X \in \mathbb{C}^{m \times m}.
\]

Since $\|X\| = \sigma_{\text{max}}(X)$ and rank$(X)$ is the number of nonzero singular values of $X$, we have

\[
\|X\| \leq \|X\|_1 \leq \text{rank}(X) \|X\| \leq m \|X\|, \quad X \in \mathbb{C}^{m \times m}.
\]

Another important trace-norm inequality is the following [40, p. 33]:

\[
\|X\|_1 \leq \sum_{i,j=1}^m |x_{ij}|, \quad X \in \mathbb{C}^{m \times m}.
\]

A bound for the Frobenius norm in terms of the spectral norm and the trace-norm is provided by the following inequality:

\[
\|X\|_2 = \sqrt{\sum_{i=1}^m \sigma_i(X)^2} \leq \sqrt{\sigma_{\text{max}}(X) \sum_{i=1}^m \sigma_i(X)} = \sqrt{\|X\| \|X\|_1}, \quad X \in \mathbb{C}^{m \times m}.
\]

If $1 \leq p, q \leq \infty$ are conjugate exponents, i.e., $1/p + 1/q = 1$, then the following Hölder-type inequality holds for the Schatten norms [14]:

\[
\|XY\|_1 \leq \|X\|_p \|Y\|_q, \quad X, Y \in \mathbb{C}^{m \times m}.
\]

Moreover, for $1 \leq p \leq \infty$, we have

\[
\|AXB\|_p \leq \|A\| \|X\|_p \|B\|, \quad A, X, B \in \mathbb{C}^{m \times m}.
\]

This inequality actually holds for all unitarily invariant norms and not only for the Schatten norms; see [14, Proposition IV.2.4].

2.2.2. Tensor products and direct sums. If $X, Y$ are matrices of any dimension, say $X \in \mathbb{C}^{m_1 \times m_2}$ and $Y \in \mathbb{C}^{\ell_1 \times \ell_2}$, then the tensor (Kronecker) product of $X$ and $Y$ is the $m_1 \ell_1 \times m_2 \ell_2$ matrix defined by

\[
X \otimes Y = [x_{ij}Y]_{j=1,\ldots,m_1} = \begin{bmatrix}
  x_{11}Y & \cdots & x_{1m_2}Y \\
  \vdots & & \vdots \\
  x_{m_11}Y & \cdots & x_{m_1m_2}Y
\end{bmatrix},
\]

and the direct sum of $X$ and $Y$ is the $(m_1 + \ell_1) \times (m_2 + \ell_2)$ matrix defined by

\[
X \oplus Y = \text{diag}(X, Y) = \begin{bmatrix}
  X & O \\
  O & Y
\end{bmatrix}.
\]

Tensor products and direct sums possess a lot of nice algebraic properties.
(i) Associativity: for all matrices $X, Y, Z$,
\[
(X \otimes Y) \otimes Z = X \otimes (Y \otimes Z),
\]
\[
(X \oplus Y) \oplus Z = X \oplus (Y \oplus Z).
\]

(ii) If $X_1, X_2$ can be multiplied and $Y_1, Y_2$ can be multiplied, then
\[
(X_1 \otimes Y_1)(X_2 \otimes Y_2) = (X_1X_2) \otimes (Y_1Y_2),
\]
\[
(X_1 \oplus Y_1)(X_2 \oplus Y_2) = (X_1X_2) \oplus (Y_1Y_2).
\]

(iii) For all matrices $X, Y$,
\[
(X \otimes Y)^* = X^* \otimes Y^*,
\]
\[
(X \oplus Y)^* = X^* \oplus Y^*,
\]
\[
(X \otimes Y)^T = X^T \otimes Y^T,
\]
\[
(X \oplus Y)^T = X^T \oplus Y^T.
\]

(iv) Bilinearity (of tensor products): for each fixed matrix $X$, the application
\[
Y \mapsto X \otimes Y
\]
is linear on $\mathbb{C}^{\ell_1 \times \ell_2}$ for all $\ell_1, \ell_2 \in \mathbb{N}$; for each fixed matrix $Y$, the application
\[
X \mapsto X \otimes Y
\]
is linear on $\mathbb{C}^{m_1 \times m_2}$ for all $m_1, m_2 \in \mathbb{N}$.

From (i)--(iv), a lot of other properties follow. For example, if $v$ is a (column) vector and $X, Y$ are matrices that can be multiplied, then $(v \otimes X)Y = (v \otimes X)([1] \otimes Y) = v \otimes (XY)$. If $X, Y$ are invertible, then $X \otimes Y$ is invertible with inverse $X^{-1} \otimes Y^{-1}$. If $X, Y$ are normal (resp., Hermitian, symmetric, unitary), then $X \otimes Y$ is also normal (resp., Hermitian, symmetric, unitary). If $X \in \mathbb{C}^{m \times m}$ and $Y \in \mathbb{C}^{\ell \times \ell}$, then the eigenvalues and singular values of $X \otimes Y$ are given by
\[
\{\lambda_i(X)\lambda_j(Y) : i = 1, \ldots, m, \ j = 1, \ldots, \ell\},
\]
\[
\{\sigma_i(X)\sigma_j(Y) : i = 1, \ldots, m, \ j = 1, \ldots, \ell\},
\]
and the eigenvalues and singular values of $X \oplus Y$ are given by
\[
\{\lambda_i(X), \lambda_j(Y) : i = 1, \ldots, m, \ j = 1, \ldots, \ell\},
\]
\[
\{\sigma_i(X), \sigma_j(Y) : i = 1, \ldots, m, \ j = 1, \ldots, \ell\};
\]
see [40, Exercise 2.5]. In particular, for all $X \in \mathbb{C}^{m \times m}$, $Y \in \mathbb{C}^{\ell \times \ell}$, and $1 \leq p \leq \infty$, we have
\[
\|X \otimes Y\|_p = \|X\|_p \|Y\|_p,
\]
(2.7) \[
\|X \otimes Y\|_p = \max(\|X\|_\infty, \|Y\|_\infty), \quad \text{if } p = \infty,
\]
and
\[
\text{rank}(X \otimes Y) = \text{rank}(X)\text{rank}(Y),
\]
(2.8) \[
\text{rank}(X \oplus Y) = \text{rank}(X) + \text{rank}(Y).
\]
In addition to the properties considered so far, we need to highlight two further properties of tensor products that can be found in [41, Section 2.5]. The first one is the \textit{multi-index formula for tensor products}: if we have \( d \) matrices \( X_k \in \mathbb{C}^{m_k \times \ell_k} \), \( k = 1, \ldots, d \), then

\begin{equation}
(X_1 \otimes X_2 \otimes \cdots \otimes X_d)^{ij} = (X_1)_{i_1 j_1} (X_2)_{i_2 j_2} \cdots (X_d)_{i_d j_d}
\end{equation}

for \( i = 1, \ldots, m \) and \( j = 1, \ldots, \ell \), where \( m = (m_1, m_2, \ldots, m_d) \) and \( \ell = (\ell_1, \ell_2, \ldots, \ell_d) \).

Note that (2.9) can be rewritten as follows:

\[ X_1 \otimes X_2 \otimes \cdots \otimes X_d = [(X_1)_{i_1 j_1} (X_2)_{i_2 j_2} \cdots (X_d)_{i_d j_d}]_{i=1 \ldots m_j = 1 \ldots \ell} . \]

The second property is a natural \textit{upper bound for the rank of the difference of two tensor products} formed by \( d \) factors. More precisely, suppose we have \( 2d \) matrices \( X_1, \ldots, X_d, Y_1, \ldots, Y_d \), with \( X_i, Y_i \in \mathbb{C}^{m_i \times m_i} \) for all \( i = 1, \ldots, d \), then,

\[ \text{rank}(X_1 \otimes \cdots \otimes X_d - Y_1 \otimes \cdots \otimes Y_d) \leq N(m) \sum_{i=1}^{d} \frac{\text{rank}(X_i - Y_i)}{m_i} , \]

where \( m = (m_1, \ldots, m_d) \).

Concerning the distributive properties of tensor products with respect to direct sums, it follows directly from the definitions that, for all matrices \( X_1, \ldots, X_d, Y \),

\begin{equation}
(X_1 \otimes X_2 \otimes \cdots \otimes X_d) \otimes Y = (X_1 \otimes Y) \oplus (X_2 \otimes Y) \oplus \cdots \oplus (X_d \otimes Y).
\end{equation}

**Definition 2.1** (Permutation matrix). Let \( \varsigma \) be a permutation of the set \( \{ 1, \ldots, m \} \). The permutation matrix \( \Pi_\varsigma \) associated with \( \varsigma \) is the \( m \times m \) matrix whose rows are \( e_{\varsigma(1)}^T, \ldots, e_{\varsigma(m)}^T \) (in this order), where \( e_1, \ldots, e_m \) are the vectors of the canonical basis of \( \mathbb{C}^m \).

**Lemma 2.2.** For every \( \mathbf{m} \in \mathbb{N}^d \) and every permutation \( \sigma \) of the set \( \{ 1, \ldots, d \} \), there exists a unique permutation matrix \( \Pi_{\mathbf{m}, \sigma} \) that depends only on \( \mathbf{m} \) and \( \sigma \) and satisfies

\begin{equation}
X_{\sigma(1)} \otimes \cdots \otimes X_{\sigma(d)} = \Pi_{\mathbf{m}, \sigma} (X_1 \otimes \cdots \otimes X_d) \Pi_{\mathbf{m}, \sigma}^T
\end{equation}

for all matrices \( X_1 \in \mathbb{C}^{m_1 \times m_1}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d} \).

**Proof.** The existence of a matrix \( \Pi_{\mathbf{m}, \sigma} \) with the required properties has already been proved in [41, Lemma 2.6]. We prove the uniqueness. Suppose that \( \hat{\Pi}_{\mathbf{m}, \sigma} \) is another permutation matrix that depends only on \( \mathbf{m} \) and \( \sigma \) and satisfies (2.11) for all matrices \( X_1 \in \mathbb{C}^{m_1 \times m_1}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d} \). This immediately implies that

\[ \Pi_{\mathbf{m}, \sigma} (X_1 \otimes \cdots \otimes X_d) \Pi_{\mathbf{m}, \sigma}^T = \hat{\Pi}_{\mathbf{m}, \sigma} (X_1 \otimes \cdots \otimes X_d) \hat{\Pi}_{\mathbf{m}, \sigma}^T \]

for all matrices \( X_1 \in \mathbb{C}^{m_1 \times m_1}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d} \), and hence

\[ \Pi_{\mathbf{m}, \sigma} X \Pi_{\mathbf{m}, \sigma}^T = \hat{\Pi}_{\mathbf{m}, \sigma} X \hat{\Pi}_{\mathbf{m}, \sigma}^T \]

for all matrices \( X \in \mathbb{C}^{N(m) \times N(m)} \) because

\[ \text{span}(X_1 \otimes \cdots \otimes X_d : X_1 \in \mathbb{C}^{m_1 \times m_1}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d}) = \mathbb{C}^{N(m) \times N(m)} . \]

Indeed, \( \mathbb{C}^{N(m) \times N(m)} = \text{span}(E_{ij} : i, j = 1, \ldots, m) \), where \( E_{ij} = E_{i_1 j_1} \otimes \cdots \otimes E_{i_d j_d} \) and \( E_{i_1 j_1} \) is the \( m_i \times m_k \) matrix having 1 in position \( (i_k, j_k) \) and 0 elsewhere, so that \( E_{ij} \) is the matrix having 1 in position \( (i, j) \) and 0 elsewhere. Thus,

\begin{equation}
X = P XP^T, \quad P = \Pi_{\mathbf{m}, \sigma}^T \Pi_{\mathbf{m}, \sigma} ,
\end{equation}

where \( \Pi_{\mathbf{m}, \sigma} \) is an invertible permutation matrix.
for all matrices $X \in \mathbb{C}^{N(m) \times N(m)}$. Considering that $P$ is the product of two permutation matrices, it is itself a permutation matrix, say $P^T = \Pi_r$ with $\tau$ being a permutation of $\{1, \ldots, N(m)\}$. Hence, by definition, the columns of $P$ are $e_{\tau(1)}, \ldots, e_{\tau(N(m))}$ (in this order), with $e_1, \ldots, e_{N(m)}$ being the vectors of the canonical basis of $\mathbb{C}^{N(m)}$. Let $E_{ij}$ be the $N(m) \times N(m)$ matrix having 1 in position $(i,j)$ and 0 elsewhere for all $i, j = 1, \ldots, N(m)$. By (2.12), for all $i, j = 1, \ldots, N(m)$, we have
\[
e_i e_j^T = E_{ij} = P E_{ij} P^T = P e_i e_j^T P^T = e_{\tau(i)} e_{\tau(j)}^T,
\]
which implies that $\tau(i) = i$ and $\tau(j) = j$ for all $i, j = 1, \ldots, N(m)$. Hence, $\tau$ is the identity permutation, $P^T = \Pi_r = I_{N(m)} = P$, and $\Pi_{m, \sigma} = \Pi_{m, \sigma}$. $\square$

**Remark 2.3** (The permutation matrix $\Gamma_{m,s}$). Let $m, s \in \mathbb{N}^d$, and let $\sigma$ be the permutation of the set $\{1, \ldots, 2d\}$ given by $\sigma = [1, d+1, 2, d+2, \ldots, d, 2d]$. In what follows, we denote by $(m, s)$ the $2d$-index $(m_1, \ldots, m_d, s_1, \ldots, s_d)$.

- If $s = 1$, then $\Pi_{(m,s); \sigma} = I_{N(m)}$. Indeed, by definition, $\Pi_{(m,1); \sigma}$ is the unique permutation matrix that satisfies
\[
X_1 \otimes X_{d+1} \otimes X_2 \otimes X_{d+2} \otimes \cdots \otimes X_d \otimes X_{2d} = \Pi_{(m,1); \sigma} (X_1 \otimes X_2 \otimes X_{d+1} \otimes X_{d+2} \otimes \cdots \otimes X_{2d}) \Pi_{(m,1); \sigma}^T \quad \text{for all } X_1 \in \mathbb{C}^{m_1 \times m_1}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d}, X_{d+1} \in \mathbb{C}^{1 \times 1}, \ldots, X_{2d} \in \mathbb{C}^{1 \times 1}.
\]
Considering that $X_{d+1}, \ldots, X_{2d}$ are scalars, the previous equation becomes
\[
(X_{d+1} \cdots X_{2d}) (X_1 \otimes X_2 \cdots \otimes X_d) = (X_{d+1} \cdots X_{2d}) \Pi_{(m,1); \sigma} (X_1 \otimes X_2 \cdots \otimes X_d) \Pi_{(m,1); \sigma}^T \quad \text{for all } X_1 \in \mathbb{C}^{m_1 \times m_1}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d}, X_{d+1} \in \mathbb{C}^{1 \times 1}, \ldots, X_{2d} \in \mathbb{C}^{1 \times 1},
\]
which is equivalent to
\[
(X_1 \otimes X_2 \cdots \otimes X_d) = \Pi_{(m,1); \sigma} (X_1 \otimes X_2 \cdots \otimes X_d) \Pi_{(m,1); \sigma}^T \quad \text{for all } X_1 \in \mathbb{C}^{m_1 \times m_1}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d}.
\]
Since $I_{N(m)}$ satisfies the previous equation, we conclude that $\Pi_{(m,1); \sigma} = I_{N(m)}$.

- If $d = 1$, then $\Pi_{(m,s); \sigma} = \Pi_{(m,s); [1,2]} = I_{m,s}$. This is obvious because $I_{m,s}$ satisfies the same equation satisfied by $\Pi_{(m,s); [1,2]}$, due to the fact that $\sigma = [1, 2]$ is the identity. In what follows, the matrix $\Pi_{(m,s); \sigma}$ will be denoted by $\Gamma_{m,s}$.

**Lemma 2.4.** For every $m \in \mathbb{N}^d$ and every permutation $\sigma$ of the set $\{1, \ldots, d\}$, there exists a permutation matrix $V_{m,\sigma}$ of size $m_1 + \cdots + m_d$ such that
\[
X_{\sigma(1)} \oplus X_{\sigma(2)} \oplus \cdots \oplus X_{\sigma(d)} = V_{m,\sigma} (X_1 \oplus X_2 \oplus \cdots \oplus X_d) V_{m,\sigma}^T \quad \text{for all } X_1 \in \mathbb{C}^{m_1 \times m_1}, X_2 \in \mathbb{C}^{m_2 \times m_2}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d}.
\]

*Proof.* See [41, Lemma 2.7]. $\square$

### 2.3. Preliminaries on measure and integration theory.

#### 2.3.1. Measurability.

The following lemma is derived from the results in [14, Section VI.1]. It will be used essentially everywhere in this work, either explicitly or implicitly.

**Lemma 2.5.** Let $f : D \subseteq \mathbb{R}^k \to \mathbb{C}^{r \times r}$ be measurable and $g : \mathbb{C}^r \to \mathbb{C}$ be continuous and symmetric in its $r$ arguments, i.e., $g(\lambda_1, \ldots, \lambda_r) = g(\lambda_{\rho(1)}, \ldots, \lambda_{\rho(r)})$ for all permutations $\rho$ of $\{1, \ldots, r\}$. Then, the function $x \mapsto g(\lambda_1(f(x)), \ldots, \lambda_r(f(x)))$ is well-defined (independently of the ordering of the eigenvalues of $f(x)$) and measurable. As a consequence:
the function $x \mapsto g(\sigma_1(f(x)), \ldots, \sigma_r(f(x)))$ is measurable;
• the functions $x \mapsto \sum_{i=1}^r F(\lambda_i(f(x)))$ and $x \mapsto \sum_{i=1}^r F(\sigma_i(f(x)))$ are measurable for all continuous $F : \mathbb{C} \to \mathbb{C}$;
• the function $x \mapsto \|f(x)\|_p$ is measurable for all $p \in [1, \infty]$.

Remark 2.6 (Existence of an ordering for the eigenvalues $\lambda_i(f(x))$). Let the matrix-valued function $f : D \subseteq \mathbb{R}^k \to \mathbb{C}^{r \times r}$ be measurable. In the case where all the eigenvalues of the matrix $f(x)$ are real for almost every $x \in D$, one can define the eigenvalue function $\lambda_i(f(x))$ as a measurable function taking the value of the $i$th largest eigenvalue of $f(x)$. In general, even if $f$ is continuous, we are not able to find $r$ continuous functions acting as eigenvalue functions; see [14, Example VI.1.3]. Thus, a convenient ordering on the eigenvalues $\lambda_i(f(x))$ cannot be prescribed beforehand. In such cases, $\lambda_i(f(x))$ has not to be intended as a function in $x$ but as an element of the spectrum $\Lambda(f(x))$ ordered in an arbitrary way.

Lemma 2.5 is then important as it allows us to work with the spectrum as a whole, without having to specify which ordering we are imposing on the eigenvalues $\lambda_i(f(x))$. In what follows, when we talk about the $i$th eigenvalue function $\lambda_i(f(x))$, we are implicitly assuming that this function exists as a measurable function; more precisely, we are assuming that there exist $r$ measurable functions $\lambda_i(f(x))$, $i = 1, \ldots, r$, from $D$ to $\mathbb{C}$ such that, for each fixed $x \in D$, the eigenvalues of $f(x)$ are given by $\lambda_1(f(x)), \ldots, \lambda_r(f(x))$.

2.3.2. Essential range of matrix-valued functions. If $f : D \subseteq \mathbb{R}^k \to \mathbb{C}^{r \times r}$ is a measurable matrix-valued function, then the essential range of $f$ is denoted by $\mathcal{E}R(f)$ and is defined as follows:

$$\mathcal{E}R(f) = \{ z \in \mathbb{C} : \mu_k \{ \exists j \in \{1, \ldots, r\} : \lambda_j(f) \in D(z, \varepsilon) \} > 0 \text{ for all } \varepsilon > 0 \}$$

$$= \{ z \in \mathbb{C} : \mu_k \{ \min_{j=1,\ldots,r} |\lambda_j(f) - z| < \varepsilon \} > 0 \text{ for all } \varepsilon > 0 \},$$

where we recall that, according to our notation,

$$\{ \exists j \in \{1, \ldots, r\} : \lambda_j(f) \in D(z, \varepsilon) \} = \{ x \in D : \exists j \in \{1, \ldots, r\} : \lambda_j(f(x)) \in D(z, \varepsilon) \}$$

and

$$\{ \min_{j=1,\ldots,r} |\lambda_j(f) - z| < \varepsilon \} = \{ x \in D : \min_{j=1,\ldots,r} |\lambda_j(f(x)) - z| < \varepsilon \}.$$

Note that $\mathcal{E}R(f)$ is well-defined because the function $x \mapsto \min_{j=1,\ldots,r} |\lambda_j(f(x)) - z|$ is measurable by Lemma 2.5. It can be shown that $\mathcal{E}R(f)$ is closed and $\Lambda(f) \subseteq \mathcal{E}R(f)$ a.e. [8, Lemma 2.2]. In the case where the eigenvalue functions $\lambda_j(f) : D \to \mathbb{C}$, $j = 1, \ldots, r$, are measurable, we have

$$\mathcal{E}R(f) = \bigcup_{j=1}^r \mathcal{E}R(\lambda_j(f)).$$

2.3.3. $L^p$-norms of matrix-valued functions. Let $D$ be any measurable subset of some $\mathbb{R}^k$, let $r \geq 1$, and let $1 \leq p \leq \infty$. For any measurable function $f : D \to \mathbb{C}^{r \times r}$ we define

$$\|f\|_{L^p} = \left\{ \begin{array}{ll}
\left( \int_D \|f(x)\|_p^p \, dx \right)^{1/p}, & \text{if } 1 \leq p < \infty, \\
\text{ess sup}_{x \in D} \|f(x)\|, & \text{if } p = \infty.
\end{array} \right.$$
every \( p \in [1, \infty] \) there exist constants \( A_p, B_p > 0 \) such that, for all \( f \in L^p(D, r) \),
\[
A_p \|f\|^p_{L^p} \leq \sum_{\alpha,\beta=1}^r \|f_{\alpha\beta}\|^p_{L^p} \leq B_p \|f\|^p_{L^p}, \quad \text{if } 1 \leq p < \infty,
\]
\[
A_\infty \|f\|_{L^\infty} \leq \max_{\alpha,\beta=1,\ldots,r} \|f_{\alpha\beta}\|_{L^\infty} \leq B_\infty \|f\|_{L^\infty}, \quad \text{if } p = \infty.
\]

This means that \( L^p(D, r) \), which we defined in Section 2.1.1 as the set of functions \( f : D \to \mathbb{C}^{r \times r} \) such that each component \( f_{\alpha\beta} \) belongs to \( L^p(D) \), can also be defined as the set of measurable functions \( f : D \to \mathbb{C}^{r \times r} \) such that \( \|f\|_{L^p} < \infty \). Moreover, if we identify two functions \( f, g \in L^p(D, r) \) whenever \( f(x) = g(x) \) for almost every \( x \in D \), then the map \( f \mapsto \|f\|_{L^p} \) is a norm on \( L^p(D, r) \) which induces on \( L^p(D, r) \) the componentwise \( L^p \) convergence, that is, \( f_m \to f \) in \( L^p(D, r) \) according to the norm \( \| \cdot \|_{L^p} \) if and only if \( (f_m)_{\alpha\beta} \to f_{\alpha\beta} \) in \( L^p(D) \) for all \( \alpha, \beta = 1, \ldots, r \).

### 2.3.4. Convergence in measure and the topology \( \tau_{\text{measure}} \)

The convergence in measure plays a central role in the theory of multilevel block GLT sequences. A basic lemma about this convergence is reported below [15, Corollary 2.2.6].

**Lemma 2.7.** Let \( f_m, g_m, f, g : D \subseteq \mathbb{R}^k \to \mathbb{C}^{r \times r} \) be measurable functions.

- If \( f_m \to f \) in measure and \( g_m \to g \) in measure, then \( \alpha f_m + \beta g_m \to \alpha f + \beta g \) in measure for all \( \alpha, \beta \in \mathbb{C} \).
- If \( f_m \to f \) in measure, \( g_m \to g \) in measure, and \( \mu_k(D) < \infty \), then \( f_m g_m \to fg \) in measure.

Let \( \varphi : [0, \infty) \to [0, \infty) \) be a gauge function, let \( D \subseteq \mathbb{R}^k \) be a measurable set with \( 0 < \mu_k(D) < \infty \), and let
\[
\mathcal{M}^{(r)}_D = \{ f : D \to \mathbb{C}^{r \times r} : f \text{ is measurable} \}.
\]

Suppose first that \( r = 1 \). If we define
\[
p_{\varphi}^{\text{measure}}(f) = \frac{1}{\mu_k(D)} \int_D \varphi(|f|), \quad f \in \mathcal{M}^{(1)}_D,
\]
\[
d_{\varphi}^{\text{measure}}(f, g) = p_{\varphi}^{\text{measure}}(f - g), \quad f, g \in \mathcal{M}^{(1)}_D,
\]
then \( d_{\varphi}^{\text{measure}} \) is a complete pseudometric on \( \mathcal{M}^{(1)}_D \) such that a sequence \( \{f_m\}_m \subset \mathcal{M}^{(1)}_D \) converges to \( f \in \mathcal{M}^{(1)}_D \) according to \( d_{\varphi}^{\text{measure}} \) if and only if \( f_m \to f \) in measure. In particular, \( d_{\varphi}^{\text{measure}}(f, g) = 0 \) if and only if \( f = g \) in measure, that is, if and only if \( f = g \) a.e.

The topology induced on \( \mathcal{M}^{(1)}_D \) by \( d_{\varphi}^{\text{measure}} \) is the same for all gauge functions \( \varphi \); it is denoted by \( \tau_{\text{measure}} \), and it is referred to as the topology of convergence in measure on \( \mathcal{M}^{(1)}_D \).

Suppose now that \( r \geq 1 \). If we define
\[
p_{\varphi}^{\text{measure}}(f) = \max_{\alpha,\beta=1,\ldots,r} p_{\varphi}^{\text{measure}}(f_{\alpha\beta}), \quad f \in \mathcal{M}^{(r)}_D,
\]
\[
d_{\varphi}^{\text{measure}}(f, g) = p_{\varphi}^{\text{measure}}(f - g), \quad f, g \in \mathcal{M}^{(r)}_D,
\]
then \( d_{\varphi}^{\text{measure}} \) is a complete pseudometric on \( \mathcal{M}^{(r)}_D \) such that a sequence \( \{f_m\}_m \subset \mathcal{M}^{(r)}_D \) converges to \( f \in \mathcal{M}^{(r)}_D \) according to \( d_{\varphi}^{\text{measure}} \) if and only if \( f_m \to f \) in measure. In particular, \( d_{\varphi}^{\text{measure}}(f, g) = 0 \) if and only if \( f = g \) in measure, that is, if and only if \( f = g \) a.e.

The topology induced on \( \mathcal{M}^{(r)}_D \) by \( d_{\varphi}^{\text{measure}} \) is the same for all gauge functions \( \varphi \); it is denoted by \( \tau_{\text{measure}} \), and it is referred to as the topology of convergence in measure on \( \mathcal{M}^{(r)}_D \).
Now, let
\[
p^{\psi}_{\text{measure}}(f) = \frac{1}{\mu_k(D)} \int_D \frac{\sum_{j=1}^r \psi(\sigma_j(f))}{r}, \quad f \in \mathcal{M}_D^{(r)},
\]
\[
d_{\text{measure}}^\psi(f, g) = p^{\psi}_{\text{measure}}(f - g), \quad f, g \in \mathcal{M}_D^{(r)}.
\]
As highlighted in [8, Section 2.3.4], \(d_{\text{measure}}^\psi\) is another pseudometric on \(\mathcal{M}_D^{(r)}\), which is metrically equivalent to \(d_{\text{measure}}^\psi\) because
\[
1 \leq p^{\psi}_{\text{measure}}(f) \leq r^2 p^{\psi}_{\text{measure}}(f).
\]
In particular, \(d_{\text{measure}}^\psi\) induces on \(\mathcal{M}_D^{(r)}\) the topology \(\tau_{\text{measure}}\) of convergence in measure, and it is complete on \(\mathcal{M}_D^{(r)}\), just as \(d_{\text{measure}}^\psi\). Throughout this work, we will use the notations
\[
p_{\text{measure}} = p^{\psi}_{\text{measure}}, \quad d_{\text{measure}} = d_{\text{measure}}^\psi, \quad \psi(x) = \frac{x}{1 + x}.
\]
For the next lemma, see [8, Lemma 2.4].

**Lemma 2.8.** Let \(g_m, g : D \subset \mathbb{R}^k \to \mathbb{C}^{r \times r}\) be measurable functions defined on a set \(D\) with \(0 < \mu_k(D) < \infty\). If
\[
\lim_{m \to \infty} \frac{1}{\mu_k(D)} \int_D \frac{\sum_{j=1}^r F(\sigma_j(g_m - g))}{r} = F(0), \quad \forall F \in C_c(\mathbb{R}),
\]
then \(g_m \to g\) in measure.

**Remark 2.9.** Let \(f : D \to \mathbb{C}^{r \times r}\) be a measurable function defined on a set \(D \subset \mathbb{R}^k\) with \(0 < \mu_k(D) < \infty\), and assume that
\[
\frac{1}{\mu_k(D)} \int_D \frac{\sum_{j=1}^r F(\sigma_j(f))}{r} = F(0), \quad \forall F \in C_c(\mathbb{R}).
\]
Then \(f = O_r\) a.e. Indeed, by Lemma 2.8, the previous equation implies that \(f \to O_r\) in measure, i.e., \(f = O_r\) a.e.

2.3.5. **Multivariate Riemann-integrable functions.** A function \(a : [0, 1]^d \to \mathbb{C}\) is said to be Riemann-integrable if its real and imaginary parts \(\Re(a), \Im(a) : [0, 1]^d \to \mathbb{R}\) are Riemann-integrable in the classical sense. Recall that any Riemann-integrable function is bounded by definition. We report below a list of properties possessed by Riemann-integrable functions that will be used in this paper, either explicitly or implicitly.

- If \(\alpha, \beta \in \mathbb{C}\) and \(a, b : [0, 1]^d \to \mathbb{C}\) are Riemann-integrable, then \(\alpha a + \beta b\) is Riemann-integrable.
- If \(a, b : [0, 1]^d \to \mathbb{C}\) are Riemann-integrable, then \(ab\) is Riemann-integrable.
- If \(a : [0, 1]^d \to \mathbb{C}\) is Riemann-integrable and \(F : \mathbb{C} \to \mathbb{C}\) is continuous, then \(F(a) : [0, 1]^d \to \mathbb{C}\) is Riemann-integrable.
- If \(a : [0, 1]^d \to \mathbb{C}\) is Riemann-integrable, then \(a\) belongs to \(L^\infty([0, 1]^d)\) and its Lebesgue and Riemann integrals over \([0, 1]^d\) coincide.
- If \(a : [0, 1]^d \to \mathbb{C}\) is bounded, then \(a\) is Riemann-integrable if and only if \(a\) is continuous a.e.

Note that the last two properties imply the first three. The proof of the second-to-last property can be found in [57, pp. 73–74], while the last property is Lebesgue’s characterization theorem of Riemann-integrable functions [57, p. 104]. Note that the proofs in [57] are made for the
case $d = 1$ only, but the generalization to the case $d > 1$ is straightforward. A further property of Riemann-integrable functions that will be used in this paper is reported in the next lemma [41, Lemma 2.5].

**Lemma 2.10.** Let $\alpha : [0, 1]^d \to \mathbb{R}$ be Riemann-integrable. For each $n \in \mathbb{N}^d$, consider the partition of $[0, 1]^d$ given by the $d$-dimensional hyperrectangles

$$I_{i, n} = \left(\frac{i - 1}{n}, \frac{i}{n}\right] \times \cdots \times \left(\frac{i_{d} - 1}{n_{d}}, \frac{i_{d}}{n_{d}}\right], \quad i = 1, \ldots, n,$$

and let

$$a_{i, n} \in \left[\inf_{x \in I_{i, n}} a(x), \sup_{x \in I_{i, n}} a(x)\right], \quad i = 1, \ldots, n.$$

Then

$$\sum_{i=1}^{n} a_{i, n} \chi_{I_{i, n}} \to a \text{ a.e. in } [0, 1]^d \text{ as } n \to \infty,$$

$$\lim_{n \to \infty} \frac{1}{N(n)} \sum_{i=1}^{n} a_{i, n} = \int_{[0, 1]^d} a(x) dx.$$

### 2.4. Singular value and eigenvalue distribution of a sequence of matrices.

#### 2.4.1. The notion of singular value and eigenvalue distribution.

We here introduce the fundamental definitions of singular value and eigenvalue (or spectral) distribution for a given sequence of matrices.

**Definition 2.11** (Singular value and eigenvalue distribution of a sequence of matrices). Let $\{A_n\}_n$ be a sequence of matrices with $A_n$ of size $d_n$, and let $f : D \subset \mathbb{R}^k \to \mathbb{C}^{r \times r}$ be a measurable matrix-valued function defined on a set $D$ with $0 < \mu_k(D) < \infty$.

- We say that $\{A_n\}_n$ has an (asymptotic) singular value distribution described by $f$, and we write $\{A_n\}_n \sim_{\sigma} f$, if

$$\lim_{n \to \infty} \frac{1}{d_n} \sum_{j=1}^{d_n} F(\sigma_j(A_n)) = \frac{1}{\mu_k(D)} \int_D \frac{\sum_{i=1}^{r} F(\sigma_i(f(x)))}{r} dx, \quad \forall F \in C_c(\mathbb{R}).$$

In this case, the function $f$ is referred to as the singular value symbol of $\{A_n\}_n$.

- We say that $\{A_n\}_n$ has an (asymptotic) eigenvalue (or spectral) distribution described by $f$, and we write $\{A_n\}_n \sim_{\lambda} f$, if

$$\lim_{n \to \infty} \frac{1}{d_n} \sum_{j=1}^{d_n} F(\lambda_j(A_n)) = \frac{1}{\mu_k(D)} \int_D \frac{\sum_{i=1}^{r} F(\lambda_i(f(x)))}{r} dx, \quad \forall F \in C_c(\mathbb{C}).$$

In this case, the function $f$ is referred to as the eigenvalue (or spectral) symbol of $\{A_n\}_n$.

Note that Definition 2.11 is well-posed by Lemma 2.5, which ensures that the functions $x \mapsto \sum_{i=1}^{r} F(\sigma_i(f(x)))$ and $x \mapsto \sum_{i=1}^{r} F(\lambda_i(f(x)))$ are measurable. In this work, whenever we write a relation such as $\{A_n\}_n \sim_{\sigma} f$ or $\{A_n\}_n \sim_{\lambda} f$, it is understood that $f$ is as in Definition 2.11, that is, $f$ is a measurable function taking values in $\mathbb{C}^{r \times r}$ for some $r \geq 1$ and is defined on a subset $D$ of some $\mathbb{R}^k$ with $0 < \mu_k(D) < \infty$.

**Remark 2.12** (Informal meaning of the singular value and eigenvalue distribution). The informal meaning behind the spectral distribution (2.14) is the following: assuming that $f$ possesses $r$ a.e. continuous eigenvalue functions $\lambda_i(f(x))$, $i = 1, \ldots, r$, then the eigenvalues of $A_n$, except possibly for $o(d_n)$ outliers, can be subdivided into $r$ different subsets of approximately the same cardinality, and, for $n$ large enough, the eigenvalues belonging to...
the $i$th subset are approximately equal to the samples of the $i$th eigenvalue function $\lambda_i(f(x))$ over a uniform grid in the domain $D$. For instance, if $k = 1$, $d_n = nr$, and $D = [a, b]$, then, assuming we have no outliers, the eigenvalues of $A_n$ are approximately equal to

$$
\lambda_i \left( f \left( a + j \frac{b - a}{n} \right) \right), \quad j = 1, \ldots, n, \quad i = 1, \ldots, r,
$$

for $n$ large enough. Similarly, if $k = 2$, $d_n = n^2 r$, and $D = [a_1, b_1] \times [a_2, b_2]$, then, assuming we have no outliers, the eigenvalues of $A_n$ are approximately equal to

$$
\lambda_i \left( f \left( a_1 + j_1 \frac{b_1 - a_1}{n}, a_2 + j_2 \frac{b_2 - a_2}{n} \right) \right), \quad j_1, j_2 = 1, \ldots, n, \quad i = 1, \ldots, r,
$$

for $n$ large enough; and so on for $k \geq 3$. A completely analogous meaning can also be given for the singular value distribution (2.13).

**Remark 2.13** (Rearrangement). Let $D = [a_1, b_1] \times \cdots \times [a_k, b_k] \subset \mathbb{R}^k$, and let $f : D \to \mathbb{C}^{r \times r}$ be a measurable function possessing $r$ real-valued a.e. continuous eigenvalue functions $\lambda_i(f(x))$, $i = 1, \ldots, r$. Compute for each $\rho \in \mathbb{N}$ the uniform samples

$$
\lambda_i \left( f \left( a_1 + j_1 \frac{b_1 - a_1}{\rho}, \ldots, a_k + j_k \frac{b_k - a_k}{\rho} \right) \right), \quad j_1, \ldots, j_k = 1, \ldots, \rho, \quad i = 1, \ldots, r,
$$

sort them in non-decreasing order, and put them into a vector $(\varsigma_1, \varsigma_2, \ldots, \varsigma_{r\rho^k})$. Let $\phi_\rho : [0, 1] \to \mathbb{R}$ be the piecewise linear non-decreasing function that interpolates the samples $(\varsigma_0 = \varsigma_1, \varsigma_2, \ldots, \varsigma_{r\rho^k})$ at the nodes $(0, \frac{1}{r\rho^k}, \frac{2}{r\rho^k}, \ldots, 1)$, i.e.,

$$
\begin{cases}
\phi_\rho \left( \frac{i}{r\rho^k} \right) = \varsigma_i, & i = 0, \ldots, r\rho^k, \\
\phi_\rho \text{ linear on } \left[ \frac{i}{r\rho^k}, \frac{i + 1}{r\rho^k} \right], & i = 0, \ldots, r\rho^k - 1.
\end{cases}
$$

When $\rho \to \infty$, the function $\phi_\rho$ converges a.e. to a function $\phi$, which is non-decreasing on $(0, 1)$ and satisfies

$$
\text{(2.15)} \quad \int_0^1 F(\phi(t)) \, dt = \frac{1}{\mu_k(D)} \int_D \sum_{i=1}^r \frac{F(\lambda_i(f(x))))}{r} \, dx, \quad \forall F \in C_c(\mathbb{C}).
$$

The proof of this result is omitted because it is rather technical; it involves arguments from [40, solution of Exercise 3.1] and [6]. The function $\phi$ is referred to as the canonical rearranged version of $f$. What is interesting about $\phi$ is that, by (2.15), if $\{A_n\}_n \sim_\lambda f$, then $\{A_n\}_n \sim_\lambda \phi$, i.e., if $f$ is a spectral symbol of $\{A_n\}_n$, then the same is true for $\phi$. Moreover, $\phi$ is a univariate non-decreasing scalar function, and hence it is much easier to handle than $f$. According to Remark 2.12, if we have $\{A_n\}_n \sim_\lambda f$ (and hence also $\{A_n\}_n \sim_\lambda \phi$), then, for $n$ large enough, the eigenvalues of $A_n$, with the possible exception of $o(d_n)$ outliers, are approximately equal to the samples of $\phi$ over a uniform grid in $(0, 1]$.

**2.4.2. Clustering and attraction.** In what follows, if $S \subseteq \mathbb{C}$ and $\varepsilon > 0$, we denote by $D(S, \varepsilon)$ the $\varepsilon$-expansion of $S$, which is defined as $D(S, \varepsilon) = \bigcup_{\varepsilon \in S} D(z, \varepsilon)$.

**Definition 2.14** (Clustering of a sequence of matrices). Let $\{A_n\}_n$ be a sequence of matrices with $A_n$ of size $d_n$, and let $S \subseteq \mathbb{C}$ be a nonempty subset of $\mathbb{C}$.

- We say that $\{A_n\}_n$ is strongly clustered at $S$ (in the sense of the eigenvalues), or equivalently, that the eigenvalues of $\{A_n\}_n$ are strongly clustered at $S$, if, for every $\varepsilon > 0$, the number of eigenvalues of $A_n$ lying outside $D(S, \varepsilon)$ is bounded by a constant $C_\varepsilon$ independent of $n$, that is, for every $\varepsilon > 0$,

$$
\text{(2.16)} \quad \# \{ j \in \{1, \ldots, d_n\} : \lambda_j(A_n) \notin D(S, \varepsilon) \} = O(1).
$$
We say that $\{A_n\}_n$ is weakly clustered at $S$ (in the sense of the eigenvalues), or equivalently, that the eigenvalues of $\{A_n\}_n$ are weakly clustered at $S$, if, for every $\varepsilon > 0$,

\begin{equation}
\# \{ j \in \{1, \ldots, d_n\} : \lambda_j(A_n) \notin D(S, \varepsilon) \} = o(d_n).
\end{equation}

By replacing “eigenvalues” with “singular values” and $\lambda_j(A_n)$ with $\sigma_j(A_n)$ in (2.16)–(2.17), we obtain the definitions of a sequence of matrices strongly or weakly clustered at a nonempty subset of $\mathbb{C}$ in the sense of the singular values.

Throughout this work, when we speak of strong/weak cluster, sequence of matrices strongly/weakly clustered, etc., without further specifications, it is understood “in the sense of the eigenvalues”. When the clustering is intended in the sense of the singular values, this is specified every time.

**Definition 2.15** (Spectral attraction). Let $\{A_n\}_n$ be a sequence of matrices with $A_n$ of size $d_n$, and let $z \in \mathbb{C}$. We say that $z$ strongly attracts the spectrum $\Lambda(A_n)$ with infinite order if, once we have ordered the eigenvalues of $A_n$ according to their distance from $z$,

$$|\lambda_1(A_n) - z| \leq |\lambda_2(A_n) - z| \leq \ldots \leq |\lambda_{d_n}(A_n) - z|,$$

the following limit relation holds for each fixed $j \geq 1$:

$$\lim_{n \to \infty} |\lambda_j(A_n) - z| = 0.$$

For the next theorem and its corollary, see [8, Theorem 2.12 and Corollary 2.13].

**Theorem 2.16.** If $\{A_n\}_n \sim_{\lambda} f$, then $\{A_n\}_n$ is weakly clustered at the essential range $\mathcal{ER}(f)$ and every point of $\mathcal{ER}(f)$ strongly attracts the spectrum $\Lambda(A_n)$ with infinite order.

**Corollary 2.17.** If $\{A_n\}_n \sim_{\lambda} f$ and $\Lambda(A_n)$ is contained in $S \subseteq \mathbb{C}$ for all $n$, then $\mathcal{ER}(f)$ is contained in the closure $\overline{S}$.

**2.4.3. Zero-distributed sequences.** A sequence of matrices $\{Z_n\}_n$ with $Z_n$ of size $d_n$ is said to be zero-distributed if $\{Z_n\}_n \sim_{\sigma} 0$, i.e.,

$$\lim_{n \to \infty} \frac{1}{d_n} \sum_{j=1}^{d_n} F(\sigma_j(Z_n)) = F(0), \quad \forall \ F \in C_c(\mathbb{R}).$$

It is clear that, for any $r \geq 1$, $\{Z_n\}_n \sim_{\sigma} 0$ is equivalent to $\{Z_n\}_n \sim_{\sigma} O_r$. Theorem 2.18 provides a characterization of zero-distributed sequences together with a sufficient condition for detecting such sequences. For the related proof, see [40, Theorems 3.2 and 3.3].

**Theorem 2.18.** Let $\{Z_n\}_n$ be a sequence of matrices with $Z_n$ of size $d_n$.

1. $\{Z_n\}_n \sim_{\sigma} 0$ if and only if $Z_n = R_n + N_n$ with $\lim_{n \to \infty} (\text{rank}(R_n)/d_n) = \lim_{n \to \infty} \|N_n\| = 0$.
2. $\{Z_n\}_n \sim_{\sigma} 0$ if there exists $p \in [1, \infty)$ such that $\lim_{n \to \infty} (\|Z_n\|_p^p/d_n) = 0$.

**2.4.4. Sparsely unbounded and sparsely vanishing sequences of matrices.** The notions of sparsely unbounded and sparsely vanishing sequences of matrices play an important role within the framework of the theory of multilevel block GLT sequences.

**Definition 2.19** (Sparsely unbounded sequence of matrices). A sequence of matrices $\{A_n\}_n$ with $A_n$ of size $d_n$ is said to be sparsely unbounded (s.u.), if for every $M > 0$ there exists $n_M$ such that, for $n \geq n_M$,

$$\# \{ i \in \{1, \ldots, d_n\} : \sigma_i(A_n) > M \} \leq r(M),$$

where $\lim_{M \to \infty} r(M) = 0$. 

For the proofs of the next three propositions, we refer the reader to Proposition 5.3 of [40] and Propositions 2.2 and 2.3 of [45]. Note that the proof in [40] is made for \( d_n = n \) and the proofs in [45] are made for \( d_n = sn \) for a fixed \( s \in \mathbb{N} \), but the extension to the case of a general \( d_n \) tending to infinity is straightforward.

**Proposition 2.20.** Let \( \{ A_n \}_n \) be a sequence of matrices with \( A_n \) of size \( d_n \). The following statements are equivalent.

1. \( \{ A_n \}_n \) is s.u.
2. \( \lim_{M \to \infty} \limsup_{n \to \infty} \frac{\# \{ i \in \{1, \ldots, d_n \} : \sigma_i(A_n) > M \}}{d_n} = 0. \)
3. For every \( M > 0 \) there exists \( n_M \) such that, for \( n \geq n_M \),

\[
A_n = \hat{A}_{n,M} + \tilde{A}_{n,M}, \quad \text{rank}(\hat{A}_{n,M}) \leq r(M)d_n, \quad \|\tilde{A}_{n,M}\| \leq M,
\]

where \( \lim_{M \to \infty} r(M) = 0. \)

**Proposition 2.21.** If \( \{ A_n \}_n, \{ A'_n \}_n \) are s.u., then \( \{ A_n A'_n \}_n \) is s.u.

**Proposition 2.22.** If \( \{ A_n \}_n \sim_\sigma f \), then \( \{ A_n \}_n \) is s.u.

**Remark 2.23.** Let \( \{ A_n \}_n \) be an s.u. sequence of Hermitian matrices with \( A_n \) of size \( d_n \). Then, the following stronger version of condition 3 in Proposition 2.20 is satisfied [8, Remark 2.19]: for every \( M > 0 \) there exists \( n_M \) such that, for \( n \geq n_M \),

\[
A_n = \hat{A}_{n,M} + \tilde{A}_{n,M}, \quad \text{rank}(\hat{A}_{n,M}) \leq r(M)d_n, \quad \|\tilde{A}_{n,M}\| \leq M,
\]

where \( \lim_{M \to \infty} r(M) = 0 \), the matrices \( \hat{A}_{n,M} \) and \( \tilde{A}_{n,M} \) are Hermitian, and for all functions \( g : \mathbb{R} \to \mathbb{R} \) satisfying \( g(0) = 0 \), we have

\[
g(\hat{A}_{n,M} + \tilde{A}_{n,M}) = g(\hat{A}_{n,M}) + g(\tilde{A}_{n,M}).
\]

Strictly related to the notion of sparsely unbounded sequences of matrices is the notion of sparsely vanishing sequences of matrices.

**Definition 2.24 (Sparsely vanishing sequence of matrices).** A sequence of matrices \( \{ A_n \}_n \) with \( A_n \) of size \( d_n \) is said to be sparsely vanishing (s.v.), if for every \( M > 0 \) there exists \( n_M \) such that, for \( n \geq n_M \),

\[
\frac{\# \{ i \in \{1, \ldots, d_n \} : \sigma_i(A_n) < 1/M \}}{d_n} \leq r(M),
\]

where \( \lim_{M \to \infty} r(M) = 0. \)

**Remark 2.25.** If \( \{ A_n \}_n \) is s.v., then \( \{ A^\dagger_n \}_n \) is s.u. This follows from the fact that the singular values of \( A^\dagger \) are \( 1/\sigma_1(A), \ldots, 1/\sigma_r(A) \), 0, \ldots, 0, where \( \sigma_1(A), \ldots, \sigma_r(A) \) are the nonzero singular values of \( A \) (\( r = \text{rank}(A) \)).

**Remark 2.26.** A sequence of matrices \( \{ A_n \}_n \) with \( A_n \) of size \( d_n \) is s.v. if and only if

\[
\lim_{M \to \infty} \limsup_{n \to \infty} \frac{\# \{ i \in \{1, \ldots, d_n \} : \sigma_i(A_n) < 1/M \}}{d_n} = 0;
\]

see [40, Remark 8.6].

Proposition 2.27 is the analog of Proposition 2.22 for s.v. sequences of matrices [46, Proposition 2.3].

**Proposition 2.27.** If \( \{ A_n \}_n \sim_\sigma f \), then \( \{ A_n \}_n \) is s.v. if and only if \( f \) is invertible a.e.
2.4.5. Spectral distribution of sequences of perturbed/compressed/expanded Hermitian matrices. Theorem 2.28 reports from [9] a recent important result about the spectral distribution of sequences of perturbed Hermitian matrices. It nicely extends previous results obtained in [43, 48].

**Theorem 2.28.** Let \( \{X_n\}_n, \{Y_n\}_n \) be sequences of matrices with \( X_n, Y_n \) of size \( d_n \), and set \( A_n = X_n + Y_n \). Assume that the following conditions are met.

1. Every \( X_n \) is Hermitian and \( \{X_n\}_n \sim \lambda f \).
2. \( \|Y_n\|_2 = o(\sqrt{d_n}) \).

Then \( \{A_n\}_n \sim \lambda f \).

**Remark 2.29.** If \( \|Y_n\| \leq C \) for some constant \( C \) independent of \( n \) and \( \|Y_n\|_1 = o(d_n) \), then \( Y_n \) satisfies the second assumption in Theorem 2.28 by (2.4).

Theorem 2.30 concerns the singular value and spectral distribution of sequences of matrices obtained as a compression (or expansion) of another sequence of matrices. For the proof, we refer the reader to [52, Theorem 4.3 and Corollary 4.4].

**Theorem 2.30.** Let \( \{X_n\}_n \) be a sequence of matrices with \( X_n \) of size \( d_n \), and let \( \{P_n\}_n \) be a sequence such that \( P_n \in \mathbb{C}^{d_n \times d_n}, P_n^* P_n = I_{d_n}, d_n \leq d_n, \) and \( d_n/d_n \to 1 \) as \( n \to \infty \).

- We have \( \{X_n\}_n \sim \lambda f \) if and only if \( \{P_n^* X_n P_n\}_n \sim \lambda f \).
- In the case where the matrices \( X_n \) are Hermitian, we have \( \{X_n\}_n \sim \lambda f \) if and only if \( \{P_n^* X_n P_n\}_n \sim \lambda f \).

2.5. Approximating classes of sequences.

2.5.1. Definition of a.c.s. and the a.c.s. topology \( \tau_{\text{a.c.s.}} \).

**Definition 2.31.** (Approximating class of sequences) Let \( \{A_n\}_n \) be a sequence of matrices with \( A_n \) of size \( d_n \), and let \( \{\{B_{n,m}\}_m\}_n \) be a sequence of sequences of matrices with \( B_{n,m} \) of size \( d_n \). We say that \( \{\{B_{n,m}\}_m\}_n \) is an approximating class of sequences (a.c.s.) for \( \{A_n\}_n \) if the following condition is met: for every \( m \) there exists \( n_m \) such that, for \( n \geq n_m \),

\[
A_n = B_{n,m} + R_{n,m} + N_{n,m}, \quad \text{rank}(R_{n,m}) \leq c(m)d_n, \quad \|N_{n,m}\| \leq \omega(m),
\]

where \( n_m, c(m), \omega(m) \) depend only on \( m \) and \( \lim_{m \to \infty} c(m) = \lim_{m \to \infty} \omega(m) = 0 \).

Roughly speaking, \( \{\{B_{n,m}\}_m\}_n \) is an a.c.s. for \( \{A_n\}_n \) if, for all sufficiently large \( m \), the sequence \( \{B_{n,m}\}_n \) approximates (asymptotically) the sequence \( \{A_n\}_n \) in the sense that \( A_n \) is eventually equal to \( B_{n,m} \) plus a small-rank matrix (with respect to the matrix size \( d_n \)) plus a small-norm matrix.

It turns out that, for each fixed sequence of positive integers \( d_n \) such that \( d_n \to \infty \), the notion of a.c.s. is a notion of convergence in the space of all sequences of matrices corresponding to \( \{d_n\}_n \), i.e.,

\[
\mathcal{E} = \{\{A_n\}_n : A_n \in \mathbb{C}^{d_n \times d_n} \text{ for every } n\}.
\]

To be precise, for every \( \varphi : [0, \infty) \to [0, \infty) \) and every square matrix \( A \in \mathbb{C}^{\ell \times \ell} \), let

\[
p^\varphi(A) = \frac{1}{\ell} \sum_{i=1}^\ell \varphi(\sigma_i(A))
\]

and define

\[
p^\varphi_{\text{a.c.s.}}(\{A_n\}_n) = \limsup_{n \to \infty} p^\varphi(A_n), \quad \{A_n\}_n \in \mathcal{E},
\]

\[
d^\varphi_{\text{a.c.s.}}(\{A_n\}_n, \{B_n\}_n) = p^\varphi_{\text{a.c.s.}}(\{A_n - B_n\}_n), \quad \{A_n\}_n, \{B_n\}_n \in \mathcal{E}.
\]

**Theorem 2.32.** Let \( \varphi : [0, \infty) \to [0, \infty) \) be a gauge function. Fix a sequence of positive integers \( d_n \) such that \( d_n \to \infty \), and let \( \mathcal{E} \) be the space (2.18). The following properties hold.
1. $d_{a.c.s.}^E$ in (2.19) is a complete pseudometric on $E$ such that $d_{a.c.s.}^E(\{A_n\}_n, \{B_n\}_n) = 0$ if and only if $\{A_n - B_n\}_n$ is zero-distributed.

2. Suppose $\{A_n\}_n \in E$ and $\{\{B_{n,m}\}_m\}_n \subset E$. Then, $\{\{B_{n,m}\}_m\}_n$ is an a.c.s. for $\{A_n\}_n$ if and only if we have $d_{a.c.s.}^E(\{A_n\}_n, \{B_{n,m}\}_n) \rightarrow 0$ as $m \rightarrow \infty$.

Theorem 2.32 was proved in [7]. It justifies the convergence notation $\{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n$, which will be used to indicate that $\{\{B_{n,m}\}_m\}_n$ is an a.c.s. for $\{A_n\}_n$. The topology induced on $E$ by the pseudometric $d_{a.c.s.}^E$ is the same for all gauge functions $\phi$, it is denoted by $\tau_{a.c.s.}$, and it is referred to as the a.c.s. topology. Throughout this work, we will use the notations

$$p_{a.c.s.} = p_{a.c.s.}^\phi, \quad d_{a.c.s.} = d_{a.c.s.}^\phi, \quad \psi(x) = \frac{x}{1 + x}.$$  

### 2.5.2. $\tau_{a.c.s.}$ and $\tau_{measure}$

Theorem 2.33 highlights important connections between $\tau_{a.c.s.}$ and $\tau_{measure}$ or, to be more precise, between the pseudometrics $d_{a.c.s.}^\phi$ and $d_{\text{measure}}^\phi$ inducing these two topologies. Actually, the connections between $\tau_{a.c.s.}$ and $\tau_{measure}$ are so deep that they may lead to a “bridge”, in the precise mathematical sense established in [22], between measure theory and the asymptotic linear algebra theory underlying the notion of a.c.s.; a bridge that could be exploited to obtain matrix theory results from measure theory results and vice versa. For deeper insights on this topic, we suggest reading [7, Section 1]. For the proof of Theorem 2.33, see [8, Section 2.5.2].

**Theorem 2.33.** If $\{A_n\}_n \sim_\sigma f$, then $p_{a.c.s.}(\{A_n\}_n) = p_{\text{measure}}(f)$ for every bounded continuous function $\phi : [0, \infty) \rightarrow [0, \infty]$.

### 2.5.3. The a.c.s. tools for computing singular value and eigenvalue distributions.

The importance of the a.c.s. notion resides in Theorems 2.34 and 2.35, for which we refer the reader to [45, Theorems 3.1 and 3.2].

**Theorem 2.34.** Let $\{A_n\}_n, \{B_{n,m}\}_n$ be sequences of matrices and $f, f_m : D \rightarrow \mathbb{C}^{r \times r}$ be measurable functions defined on a set $D \subset \mathbb{R}^k$ with $0 < \mu_k(D) < \infty$. Assume that:

1. $\{B_{n,m}\}_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n$ for every $m$;
2. $\{B_{n,m}\}_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n$;
3. $f_m \xrightarrow{\text{in measure}} f$.

Then $\{A_n\}_n \sim_\lambda f$.

**Theorem 2.35.** Let $\{A_n\}_n, \{B_{n,m}\}_n$ be sequences of Hermitian matrices, and let $f, f_m : D \rightarrow \mathbb{C}^{r \times r}$ be measurable functions defined on a set $D \subset \mathbb{R}^k$ with $0 < \mu_k(D) < \infty$. Assume that:

1. $\{B_{n,m}\}_n \xrightarrow{\lambda} f_m$ for every $m$;
2. $\{B_{n,m}\}_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n$;
3. $f_m \xrightarrow{\text{in measure}} f$.

Then $\{A_n\}_n \sim_\lambda f$.

**Remark 2.36.** Let $\{A_n\}_n$ and $\{B_n\}_n$ be sequences of matrices with $A_n$ and $B_n$ of size $d_n$, and suppose that $d_{a.c.s.}(\{A_n\}_n, \{B_n\}_n) = 0$ (which is equivalent to $\{A_n - B_n\}_n \sim_\sigma 0$ by Theorem 2.32). By Theorems 2.34 and 2.35,

- $\{A_n\}_n \sim_\sigma f \iff \{B_n\}_n \sim_\sigma f$;
- if the matrices $A_n$ and $B_n$ are Hermitian, then $\{A_n\}_n \sim_\lambda f \iff \{B_n\}_n \sim_\lambda f$.

### 2.5.4. The a.c.s. algebra.

Theorem 2.37 collects important algebraic properties possessed by the a.c.s. For the proof, we refer the reader to [45, Theorem 2.3].

**Theorem 2.37.** Let $\{A_n\}_n, \{A_n'\}_n, \{B_{n,m}\}_n, \{B_{n,m}'\}_n$ be sequences of matrices such that $\{B_{n,m}\}_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n$ and $\{B_{n,m}'\}_n \xrightarrow{\text{a.c.s.}} \{A_n'\}_n$. Then, the following properties hold:

- $\{B_{n,m}\}_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n$. 

• \( \{ \alpha B_{n,m} + \beta B'_{n,m} \}_n \overset{\text{a.c.s.}}{\longrightarrow} \{ \alpha A_n + \beta A'_n \}_n \) for all \( \alpha, \beta \in \mathbb{C} \).

• If \( \{ A_n \}_n \) are s.u., then \( \{ B_{n,m} B'_{n,m} \}_n \overset{\text{a.c.s.}}{\longrightarrow} \{ A_n A'_n \}_n \).

• If \( \{ C_n \}_n \) is s.u., then \( \{ B_{n,m} C_n \}_n \overset{\text{a.c.s.}}{\longrightarrow} \{ A_n C_n \}_n \).

Another important algebraic property of a.c.s. is stated in the next theorem [39, Lemma 1].

**Theorem 2.38.** Let \( s \in \mathbb{N} \), let \( \{ A_n = [A_{n,i,j}]_{i,j=1}^s \}_n \) and \( \{ B^{(m)}_n = [B^{(m)}_{n,i,j}]_{i,j=1}^s \}_n \) be sequences of block matrices, and suppose that

\[
\{ B^{(m)}_{n,i,j} \}_n \overset{\text{a.c.s.}}{\longrightarrow} \{ A_{n,i,j} \}_n, \quad i, j = 1, \ldots, s.
\]

Then \( \{ B^{(m)}_n \}_n \overset{\text{a.c.s.}}{\longrightarrow} \{ A_n \}_n \).

### 2.5.5. A criterion to identify a.c.s.

In practical applications, it often happens that a sequence of sequences of matrices \( \{ \{ B_{n,m} \}_n \}_m \) is given together with another sequence of matrices \( \{ A_n \}_n \), and one would like to show that \( \{ B_{n,m} \}_n \overset{\text{a.c.s.}}{\longrightarrow} \{ A_n \}_n \) without resorting to Definition 2.31. A way for solving this problem consists in choosing a suitable gauge function \( \varphi \) and proving that \( d_{\varphi}(\{ B_{n,m} \}_n, \{ A_n \}_n) \to 0 \) as \( m \to \infty \). Another criterion is provided in the next theorem [40, Corollary 5.3].

**Theorem 2.39.** Let \( \{ A_n \}_n \), \( \{ B_{n,m} \}_n \) be sequences of matrices with \( A_n, B_{n,m} \) of size \( d_n \), and let \( 1 \leq p < \infty \). Suppose that for every \( m \) there exists \( n_m \) such that, for \( n \geq n_m \),

\[
\| A_n - B_{n,m} \|_p \leq \varepsilon(m, n) d_n,
\]

where \( \lim_{m \to \infty} \lim_{n \to \infty} \varepsilon(m, n) = 0 \). Then \( \{ B_{n,m} \}_n \overset{\text{a.c.s.}}{\longrightarrow} \{ A_n \}_n \).

### 2.5.6. An extension of the concept of a.c.s.

We now provide a natural extension of the a.c.s. notion. The underlying idea is that, in Definition 2.31, one could choose to approximate \( \{ A_n \}_n \) by a class of sequences \( \{ \{ B_{n,\alpha} \}_n \}_{\alpha \in \mathcal{A}} \) parameterized by a not necessarily integer parameter \( \alpha \). For example, one may want to use a parameter \( \varepsilon > 0 \) and claim that a given class of sequences \( \{ \{ B_{n,\varepsilon} \}_n \}_{\varepsilon > 0} \) is an a.c.s. for \( \{ A_n \}_n \) as \( \varepsilon \to 0 \). Intuitively, this assertion should have the following meaning: for every \( \varepsilon > 0 \) there exists \( n_\varepsilon \) such that, for \( n \geq n_\varepsilon \),

\[
A_n = B_{n,\varepsilon} + R_{n,\varepsilon} + N_{n,\varepsilon}, \quad \text{rank}(R_{n,\varepsilon}) \leq c(\varepsilon) d_n, \quad \| N_{n,\varepsilon} \| \leq \omega(\varepsilon),
\]

where \( n_\varepsilon, c(\varepsilon), \omega(\varepsilon) \) depend only on \( \varepsilon \) and both \( c(\varepsilon) \) and \( \omega(\varepsilon) \) tend to 0 as \( \varepsilon \to 0 \). This is in fact the correct meaning.

For the definition of multilevel block LT sequences (Definition 3.10), we need the concept of a.c.s. parameterized by a multi-index \( \mathbf{m} \to \infty \). In what follows, a multi-index sequence of sequences of matrices is any class of sequences of the form \( \{ \{ B_{n,\mathbf{m}} \}_n \}_{\mathbf{m} \in \mathcal{M}} \) which satisfies the following two properties:

1. \( \mathcal{M} \subseteq \mathbb{N}^q \) for some \( q \geq 1 \) and \( \mathcal{M} \cap \{ \mathbf{i} \in \mathbb{N}^q : \mathbf{i} \geq \mathbf{k} \} \) is nonempty for every \( \mathbf{k} \in \mathbb{N}^q \).

   We express the latter condition by saying that \( \infty \) is an accumulation point for \( \mathcal{M} \). This is required to ensure that \( \mathbf{m} \) can tend to \( \infty \) inside \( \mathcal{M} \).

2. For every \( \mathbf{m} \in \mathcal{M} \), \( \{ B_{n,\mathbf{m}} \}_n \) is a sequence of matrices as defined at the end of Section 2.1.1.

**Definition 2.40 (Approximating class of sequences as \( \mathbf{m} \to \infty \)).** Let \( \{ A_n \}_n \) be a sequence of matrices with \( A_n \) of size \( d_n \), and let \( \{ \{ B_{n,\mathbf{m}} \}_n \}_{\mathbf{m} \in \mathcal{M}} \) be a multi-index sequence of sequences of matrices with \( B_{n,\mathbf{m}} \) of size \( d_n \). We say that \( \{ \{ B_{n,\mathbf{m}} \}_n \}_{\mathbf{m} \in \mathcal{M}} \) is an a.c.s. for \( \{ A_n \}_n \) as \( \mathbf{m} \to \infty \) if the following property holds: for every \( \mathbf{m} \in \mathcal{M} \) there exists \( n_{\mathbf{m}} \) such that, for \( n \geq n_{\mathbf{m}} \),

\[
A_n = B_{n,\mathbf{m}} + R_{n,\mathbf{m}} + N_{n,\mathbf{m}}, \quad \text{rank}(R_{n,\mathbf{m}}) \leq c(\mathbf{m}) d_n, \quad \| N_{n,\mathbf{m}} \| \leq \omega(\mathbf{m}),
\]
where the quantities \( n_m, c(m), \omega(m) \) depend only on \( m \) and \( \lim_{m \to \infty} c(m) = \lim_{m \to \infty} \omega(m) = 0 \).

Note that an equivalent definition is obtained by replacing, in Definition 2.40, “for all \( m \in \mathcal{M} \)” with “for all sufficiently large \( m \in \mathcal{M} \)” (i.e., “for every \( m \in \mathcal{M} \) that is greater than or equal to some \( \tilde{m} \)). Indeed, suppose the splitting (2.20) holds for \( m \geq \tilde{m} \). For the other values of \( m \), define \( n_m = 1, c(m) = 1, \omega(m) = 0 \) and \( R_{n,m} = A_n - B_{\tilde{m},n}, N_{n,m} = O_{d_n} \).

Then, we see that (2.20) holds for every \( m \in \mathcal{M} \).

**Remark 2.41.** Definition 2.40 extends the classical definition of a.c.s. (Definition 2.31). Indeed, a classical a.c.s. \( \{B_{n,m}\}_n \) for \( \{A_n\}_n \) is an a.c.s. also in the sense of Definition 2.40 (take \( \mathcal{M} \) as the infinite subset of \( \mathbb{N} \) where \( m \) varies). In addition, if \( \{B_{n,m}\}_m \) is an a.c.s. for \( \{A_n\}_n \) in the sense of Definition 2.40, then \( \{B_{n,m}\}_m \) is an a.c.s. for \( \{A_n\}_n \) (in the sense of the classical Definition 2.31) for all sequences of multi-indices \( \{m = m(m)\}_m \subseteq \mathcal{M} \) such that \( m \to \infty \) as \( m \to \infty \).

**Remark 2.42.** Let \( \{B_{n,m}\}_n \overset{\text{a.c.s.}}{\to} \{A_n\}_n \) and \( \{B'_{n,m}\}_n \overset{\text{a.c.s.}}{\to} \{A'_n\}_n \) as \( m \to \infty \). The following properties hold.

- \( \{B_{n,m}\}_n \overset{\text{a.c.s.}}{\to} \{A_n\}_n \) as \( m \to \infty \).
- \( \{\alpha B_{n,m} + \beta B'_{n,m}\}_n \overset{\text{a.c.s.}}{\to} \{\alpha A_n + \beta A'_n\}_n \) as \( m \to \infty \) for all \( \alpha, \beta \in \mathbb{C} \).
- If \( \{A_n\}_n \) and \( \{A'_n\}_n \) are s.a., then \( \{B_{n,m}\}_n \overset{\text{a.c.s.}}{\to} \{A_nA'_n\}_n \).

The proof of these results is essentially the same as the proof of the analogous results for standard a.c.s.; see Theorem 2.37. Based on the topological results of Section 2.5.1, we can give the following elegant characterization of a.c.s. parameterized by a multi-index \( m \to \infty \).

A multi-index sequence of sequences of matrices \( \{B_{n,m}\}_m \subseteq \mathcal{M} \) is an a.c.s. for \( \{A_n\}_n \) as \( m \to \infty \) if and only if only if \( d_{\text{a.c.s.}}(\{A_n\}_n, \{B_{n,m}\}_m) \to 0 \) as \( m \to \infty \).

Throughout this paper, we write \( \{B_{n,m}\}_n \overset{\text{a.c.s.}}{\to} \{A_n\}_n \) as \( m \to \infty \) to indicate that \( \{B_{n,m}\}_m \subseteq \mathcal{M} \) is an a.c.s. for \( \{A_n\}_n \) as \( m \to \infty \).

### 2.6. Multilevel block Toeplitz matrices

Given \( n \in \mathbb{N}^d \), a matrix of the form

\[
[A_{i-j}]_{i,j=1}^{n} \in \mathbb{C}^{n \times n},
\]

with blocks \( A_k \in \mathbb{C}^{s \times s} \) for \( k = -(n-1), \ldots, n-1 \), is called a \( d \)-level \( s \)-block Toeplitz matrix. If \( s = 1 \) (resp., \( d = 1 \)), it is simply referred to as a \( d \)-level (resp., \( s \)-block) Toeplitz matrix. Given a function \( f \in L^1([\pi, \pi]^d, s) \), its Fourier coefficients are denoted by

\[
f_k = \frac{1}{(2\pi)^d} \int_{[-\pi, \pi]^d} f(\theta) e^{-ik \cdot \theta} d\theta \in \mathbb{C}^{s \times s}, \quad k \in \mathbb{Z}^d,
\]

where the integrals are computed componentwise. The \( n \)th \((d \)-level \( s \)-block\) Toeplitz matrix associated with \( f \) is defined as

\[
T_n(f) = [f_{i-j}]_{i,j=1}^{n} \in \mathbb{C}^{n \times n}.
\]

We call \( \{T_n(f)\}_{n \in \mathbb{N}^d} \) the family of \((d \)-level \( s \)-block\) Toeplitz matrices associated with \( f \), which in turn is called the generating function of \( \{T_n(f)\}_{n \in \mathbb{N}^d} \).

For each \( s \in \mathbb{N} \) and \( n \in \mathbb{N}^d \), the map \( T_n(\cdot) : L^1([\pi, \pi]^d, s) \to \mathbb{C}^{n \times n} \) is linear, i.e.,

\[
T_n(\alpha f + \beta g) = \alpha T_n(f) + \beta T_n(g), \quad \alpha, \beta \in \mathbb{C}, \quad f, g \in L^1([\pi, \pi]^d, s).
\]

Moreover, it is clear from the definition that \( T_n(I_s) = I_{s,n} \). If \( f \in L^1([\pi, \pi]^d, s) \), let \( f^* \) be its conjugate transpose. It can be shown that

\[
T_n(f^*) = T_n(f^*), \quad f \in L^1([\pi, \pi]^d, s), \quad s \in \mathbb{N}, \quad n \in \mathbb{N}^d.
\]
In particular, if $f$ is Hermitian a.e., then the matrices $T_n(f)$ are Hermitian.

Theorem 2.43 is a fundamental result about multilevel block Toeplitz matrices. It provides the singular value distribution of multilevel block Toeplitz sequences generated by a matrix-valued function $f \in L^1([-\pi, \pi]^d, s)$ and the spectral distribution of multilevel block Toeplitz sequences generated by a Hermitian matrix-valued function $f \in L^1([-\pi, \pi]^d, s)$. For the eigenvalues it goes back to Szegö [49], and for the singular values it was established by Avram [2] and Parter [53]. They assumed $d = 1, s = 1$, and $f \in L^\infty([-\pi, \pi]^d, s)$; see [19, Section 5] and [20, Section 10.14] for more on the subject in the case of $L^\infty$ generating functions. The extension to $d \geq 1, s = 1$, and $f \in L^1([-\pi, \pi]^d, s)$ was performed by Tyrtyshnikov and Zamarashkin [69, 70, 71], and the final generalization to $f \in L^1([-\pi, \pi]^d, s)$ with arbitrary $s, d \geq 1$ is due to Tilli [67]. We also refer the reader to [40, Section 6.5] for a proof of Theorem 2.43 based on the notion of approximating classes of sequences; the proof in [40, Section 6.5] is made only for $d = s = 1$, but the argument is general and can be extended to the case $d, s \geq 1$. Note that the extension to the case $s = 1$ and $d \geq 1$ was performed in [41, Section 3.5].

**Theorem 2.43.** If $f \in L^1([-\pi, \pi]^d, s)$ and $\{n = n(n)\}_n \subseteq \mathbb{N}^d$ is any sequence such that $n \to \infty$ as $n \to \infty$, then $\{T_n(f)\}_n \sim_{\sigma} f$. If moreover $f$ is Hermitian a.e., then $\{T_n(f)\}_n \sim_{\lambda} f$.

Important inequalities involving Toeplitz matrices and Schatten $p$-norms originally appeared in [64, Corollary 4.2]. They have been generalized to multilevel block Toeplitz matrices in [61, Corollary 3.5]. We report them in the next theorem for future use.

**Theorem 2.44.** Let $f \in L^p([-\pi, \pi]^d, s)$ and $n \in \mathbb{N}^d$, then, using the natural convention $1/\infty = 0$, the inequality

$$\|T_n(f)\|_p \leq \left(\frac{N(n)}{(2\pi)^d}\right)^{1/p} \|f\|_p$$

holds for all $p \in [1, \infty]$. 

The next result provides an important relation between tensor products and multilevel block Toeplitz matrices. Observe that, if $f_i \in L^1([-\pi, \pi]^{s_i}, s_i)$, $i = 1, \ldots, d$, and $s = (s_1, \ldots, s_d)$, then $f_1 \otimes \cdots \otimes f_d \in L^1([-\pi, \pi]^d, N(s))$ by Fubini’s theorem.

**Lemma 2.45.** For every $n, s \in \mathbb{N}^d$, we have

$$T_n(f_1 \otimes \cdots \otimes f_d) = \Gamma_{n,s}^T \left[T_n(f_1) \otimes \cdots \otimes T_n(f_d)\right] \Gamma_{n,s}$$

for all functions $f_1 \in L^1([-\pi, \pi], s_1), \ldots, f_d \in L^1([-\pi, \pi], s_d)$, where $\Gamma_{n,s}$ is defined in Remark 2.3.

**Proof.** The result has already been proved in the case where $f_1, \ldots, f_d$ are matrix-valued trigonometric polynomials; see [44, Lemma 4]. For general functions $f_1 \in L^1([-\pi, \pi], s_1)$, $\ldots, f_d \in L^1([-\pi, \pi], s_d)$, simply take an $s_i \times s_i$ matrix-valued trigonometric polynomial $p_i$ such that $T_{n_i}(f_i) = T_{n_i}(p_i)$, and observe that $T_n(p_1 \otimes \cdots \otimes p_d) = T_n(f_1 \otimes \cdots \otimes f_d)$; for example, one can take $p_i(\theta) = \sum_{j=-(n_i-1)}^{n_i-1} (f_i)_j e^{ij\theta}$. \square

The next theorem shows that the product of multilevel block Toeplitz matrices generated by functions in $L^\infty([-\pi, \pi]^d, s)$ is “close” to the multilevel block Toeplitz matrix generated by the product of the generating functions.

**Theorem 2.46.** Let $f_i \in L^\infty([-\pi, \pi]^d, s)$ for $i = 1, \ldots, q$. Then,

$$\lim_{n \to \infty} \frac{\|\prod_{i=1}^q T_n(f_i) - T_n(\prod_{i=1}^q f_i)\|_1}{N(n)} = 0.$$
Proof. For $q = 2$ the result is proved in [29, Proposition 2]. In the general case we proceed by induction. Fix $p \geq 3$ and suppose that the result holds for $q = p - 1$. If $q = p$, using (2.5) and Theorem 2.44, we obtain

$$\frac{1}{N(n)} \left\| \prod_{i=1}^{p} T_n(f_i) - T_n \left( \prod_{i=1}^{p} f_i \right) \right\|_1$$

$$= \frac{1}{N(n)} \left\| \prod_{i=1}^{p} T_n(f_i) - \left( \prod_{i=1}^{p-2} T_n(f_i) \right) T_n(f_{p-1} f_p) + \left( \prod_{i=1}^{p-2} T_n(f_i) \right) T_n(f_{p-1} f_p) - T_n \left( \prod_{i=1}^{p} f_i \right) \right\|_1$$

$$\leq \frac{1}{N(n)} \left\| \prod_{i=1}^{p-2} T_n(f_i) \right\| \left\| T_n(f_{p-1} f_p) - T_n(f_{p-1} f_p) \right\|_1$$

$$= \frac{1}{N(n)} \left\| \prod_{i=1}^{p-2} T_n(f_i) \right\|_1.$$ 

Now, the first term on the right-hand side tends to zero as $n \to \infty$ by [29, Proposition 2], and the second term tends to zero as $n \to \infty$ by the induction hypothesis. \qed

We end this section with a result highlighting the connection between multilevel block Toeplitz matrices and block matrices with multilevel block Toeplitz blocks. It generalizes [39, Lemma 3]. Recall that $\Pi_{n,s,r}$ denotes the special permutation matrix (2.3).

**Theorem 2.47.** Let $n \in \mathbb{N}^d$, let $f_{ij} : [-\pi, \pi]^d \to \mathbb{C}^{r \times r}$ be in $L^1([-\pi, \pi]^d, r)$, for $i, j = 1, \ldots, s$, and set $f = \{ f_{ij} \}_{i,j=1}^s$. The block matrix $T_n = \{ T_n(f_{ij}) \}_{i,j=1}^s$ is similar via the permutation (2.3) to the multilevel block Toeplitz matrix $T_n(f)$, that is, $\Pi_{n,s,r} T_n^{T} \Pi_{n,s,r}^{T} = T_n(f)$.

**Proof.** Since $T_n = \sum_{i,j=1}^s E_{ij}^{(s)} \otimes T_n(f_{ij})$ and $T_n(f) = \sum_{i,j=1}^s T_n(E_{ij}^{(s)} \otimes f_{ij})$ by the linearity of the map $T_n(\cdot)$, it is enough to show that

$$\Pi_{n,s,r}(E \otimes T_n(g)) \Pi_{n,s,r}^{T} = T_n(E \otimes g), \quad \forall g \in L^1([-\pi, \pi]^d, r), \quad \forall E \in \mathbb{C}^{s \times s}.$$ 

By properties of tensor products (see Section 2.2.2),

$$\Pi_{n,s,r}(E \otimes T_n(g)) \Pi_{n,s,r}^{T}$$

$$= \left[ \sum_{k=1}^{n} e_k \otimes I_s \otimes e_k^{T} \otimes I_r \right] (E \otimes T_n(g)) \left[ \sum_{\ell=1}^{n} e_{\ell}^{T} \otimes I_s \otimes e_{\ell} \otimes I_r \right]$$

$$= \sum_{k,\ell=1}^{n} (e_k \otimes I_s \otimes e_k^{T} \otimes I_r)(E \otimes T_n(g))(e_{\ell}^{T} \otimes I_s \otimes e_{\ell} \otimes I_r)$$

$$= \sum_{k,\ell=1}^{n} e_k e_{\ell}^{T} \otimes E (e_k \otimes I_r) T_n(g) (e_{\ell} \otimes I_r)$$
\[ \sum_{k,\ell=1}^{n} e_k e_{\ell}^T \otimes E \otimes g_{k-\ell} = \sum_{k,\ell=1}^{n} e_k e_{\ell}^T \otimes (E \otimes g)_{k-\ell} = T_n(E \otimes g), \]

as required. \( \square \)

2.7. Multilevel block diagonal sampling matrices. If \( n \in \mathbb{N}^d \) and \( a : [0,1]^d \to \mathbb{C}^r \times r \), then we define the \( n \)-th \((d\text{-level } r\text{-block})\) diagonal sampling matrix generated by \( a \) as the following multilevel block diagonal sampling matrix of size \( N(n)r \):

\[
D_n(a) = \text{diag} \left( \frac{i}{n} \right),
\]

where we recall that \( i \) varies from 1 to \( n \) following the lexicographic ordering. Note that \( D_n(a) \) can also be defined through a recursive formula: if \( d = 1 \), then

\[
D_n(a) = \text{diag} \left( \frac{i}{n} \right);
\]

if \( d > 1 \), then

\[
D_n(a) = D_{n_1,\ldots,n_d}(a) = \text{diag} \left( \frac{i_{n_1}}{n_1} \right), D_{n_2,\ldots,n_d} \left( a \left( \frac{i_{n_1}}{n_1}, x_2, \ldots, x_d \right) \right),
\]

where \( a(i_{n_1}/n_1, x_2, \ldots, x_d) \) is the \((d-1)\)-variate function defined as follows:

\[
a \left( \frac{i_{n_1}}{n_1}, x_2, \ldots, x_d \right) : [0,1]^{d-1} \to \mathbb{C}^r \times r, \quad (x_2, \ldots, x_d) \mapsto a \left( \frac{i_{n_1}}{n_1}, x_2, \ldots, x_d \right).
\]

If \( (\mathbb{C}^r \times r)^{[0,1]^d} \) denotes the space of all functions \( a : [0,1]^d \to \mathbb{C}^r \times r \), then the mapping \( D_n(\cdot) : (\mathbb{C}^r \times r)^{[0,1]^d} \to \mathbb{C}^r N(n) \times r N(n) \) is linear, i.e.,

\[
D_n(\alpha a + \beta b) = \alpha D_n(a) + \beta D_n(b), \quad \alpha, \beta \in \mathbb{C}, \quad a, b \in (\mathbb{C}^r \times r)^{[0,1]^d}.
\]

Moreover, it is clear from the definition that \( D_n(E) = T_n(E) \) for all constant matrices \( E \in \mathbb{C}^r \times r \) and \( D_n(a)^* = D_n(a^*) \) for all \( a \in (\mathbb{C}^r \times r)^{[0,1]^d} \). The next result, which is the version of Theorem 2.47 for multilevel block diagonal sampling matrices, highlights the connection between multilevel block diagonal sampling matrices and block matrices with multilevel block diagonal sampling blocks. It is a generalization of [39, Lemma 4].

**Theorem 2.48.** Let \( n \in \mathbb{N}^d \), let \( a_{ij} : [0,1]^d \to \mathbb{C}^r \times r \), for \( i, j = 1, \ldots, s \), and set \( a = [a_{ij}]_{i,j=1}^{s} \). The block matrix \( D_n = [D_n(a_{ij})]_{i,j=1}^{s} \) is similar via the permutation (2.3) to the multilevel block diagonal sampling matrix \( D_n(a) \), that is, \( \Sigma_{n,s,r} D_n \Sigma_{n,s,r}^T = D_n(a) \).

**Proof.** With obvious adaptations, it is the same as the proof of Theorem 2.47. \( \square \)

For \( n, s \in \mathbb{N} \), we denote by \( \{ x^{(n)}_{1,s}, \ldots, x^{(n)}_{n,s} \} \) the sequence of points

\[
\{ x^{(n)}_{1,s}, \ldots, x^{(n)}_{n,s} \} = \left\{ \left\lfloor \frac{i}{s} \right\rfloor \frac{1}{n}, \ldots, \left\lfloor \frac{i}{s} \right\rfloor + \frac{1}{n}, \frac{2}{n}, \ldots, \left\lfloor \frac{i}{s} \right\rfloor + \frac{1}{n}, \frac{n-1}{n}, \ldots, \frac{n-1}{n}, \frac{1}{s} \right\}.
\]

In formulas,

\[
x^{(n)}_{i,s} = \left( \left\lfloor \frac{i}{s} \right\rfloor + 1 \right) \frac{1}{n}, \quad i = 1, \ldots, ns.
\]
Similarly, for $n, s \in \mathbb{N}^d$, we denote by $\{x_{i,s}^{(n)}\}_{i=1}^{n_s} = \{x_{1,s}^{(n)}, \ldots, x_{n_s,s}^{(n)}\}$ the sequence of points

$$x_{i,s}^{(n)} = (x_{i_1,s_1}^{(n_1)}, \ldots, x_{i_d,s_d}^{(n_d)}), \quad i = 1, \ldots, n_s.$$ 

For $n, s \in \mathbb{N}^d$ and $a : [0, 1]^d \to \mathbb{C}$, we denote by $D_{n,s}(a)$ the $d$-level diagonal sampling matrix given by

$$D_{n,s}(a) = \text{diag} \ a(x_{i,s}^{(n)}).$$

Note that $D_{n,s}(a)$ can also be defined through a recursive formula: if $d = 1$, then

$$D_{n,s}(a) = \text{diag} \ a(x_{1,s}^{(n)}) = D_n(aI_s),$$

as defined in [8, Section 2.7]; if $d > 1$, then

$$D_{n,s}(a) = D_{n_1, \ldots, n_d,s_1, \ldots, s_d}(a) = \text{diag} \ D_{n_1, \ldots, n_d,s_1, \ldots, s_d} a(x_{i_1,s_1}^{(n_1)}, x_2, \ldots, x_d),$$

where $a(x_{i_1,s_1}^{(n_1)}, x_2, \ldots, x_d)$ is the $(d - 1)$-variate function defined as follows:

$$a(x_{i_1,s_1}^{(n_1)}, x_2, \ldots, x_d) : [0, 1]^{d-1} \to \mathbb{C}, \quad (x_2, \ldots, x_d) \mapsto a(x_{i_1,s_1}^{(n_1)}, x_2, \ldots, x_d).$$

If $\mathbb{C}^{[0,1]^d}$ denotes the space of all functions $a : [0, 1]^d \to \mathbb{C}$, it is not difficult to see that the operator $D_{n,s}(\cdot) : \mathbb{C}^{[0,1]^d} \to \mathbb{C}^{N(n) \times N(sn)}$ enjoys the following properties: for every $n, s \in \mathbb{N}^d$, every $a, b : [0, 1]^d \to \mathbb{C}$, and every $\alpha, \beta \in \mathbb{C},$

$$D_{n,s}(\alpha a + \beta b) = \alpha D_{n,s}(a) + \beta D_{n,s}(b).$$

**Lemma 2.49.** Let $n, s \in \mathbb{N}^d$, and let $a : [0, 1]^d \to \mathbb{C}$. Then

$$D_{n,s}(a) = \Gamma_{n,s} D_n(aI_N(s)) \Gamma_T^T_{n,s},$$

where $\Gamma_{n,s}$ is the permutation matrix defined in Remark 2.3.

**Proof.** Suppose first that $a$ is a separable function, i.e., $a(x) = a_1(x_1) \cdots a_d(x_d)$ with $a_1, \ldots, a_d : [0, 1] \to \mathbb{C}$. Then, by definition of $\Gamma_{n,s}$ (see Remark 2.3),

$$D_{n,s}(a) = \text{diag} \ a(x_{i,s}^{(n)}) = \text{diag} \ a_1(x_{i_1,s_1}^{(n_1)}) \cdots a_d(x_{i_d,s_d}^{(n_d)})$$

$$= D_{n_1,s_1}(a_1) \otimes \cdots \otimes D_{n_d,s_d}(a_d) = D_{n_1}(a_1 I_{s_1}) \otimes \cdots \otimes D_{n_d}(a_d I_{s_d})$$

$$= D_{n_1}(a_1) \otimes I_{s_1} \otimes \cdots \otimes D_{n_d}(a_d) \otimes I_{s_d}$$

$$= \Gamma_{n,s} \left[D_{n_1}(a_1) \otimes \cdots \otimes D_{n_d}(a_d) \otimes I_{s_1} \otimes \cdots \otimes I_{s_d}\right] \Gamma_T^T_{n,s}$$

$$= \Gamma_{n,s} \left[D_n(a) \otimes I_N(s)\right] \Gamma_T^T_{n,s} = \Gamma_{n,s} D_n(aI_N(s)) \Gamma_T^T_{n,s},$$

which completes the proof of equation (2.29) in the case where $a$ is separable. By the properties (2.26)–(2.28), equation (2.29) continues to hold if $a$ belongs to the $*$-subalgebra of $\mathbb{C}^{[0,1]^d}$. 

generated by separable functions; in particular, it continues to hold if \( a \) is a linear combination of separable functions.

Suppose now that \( a : [0, 1]^d \to \mathbb{C} \) is an arbitrary function. We show that there exists a linear combination \( b \) of separable functions such that \( b(x_{i,s}^{(n)}) = a(x_{i,s}^{(n)}) \) for all \( i = 1, \ldots, ns \). Once this is done, equation (2.29) is proved because, by the first part of the proof,

\[
D_{n,s}(a) = D_{n,s}(b) = \Gamma_{n,s} D_n (bI_{N(s)}) \Gamma^T_{n,s} = \Gamma_{n,s} D_n (a I_{N(s)}) \Gamma^T_{n,s}.
\]

To prove the existence of a function \( b \) with the required properties, it suffices to find a linear combination \( b \) of separable functions such that

\[
b(i/n) = a(i/n), \quad i = 1, \ldots, n,
\]

because the set \( \{ x_{i,s}^{(n)} : i = 1, \ldots, ns \} \) coincides with \( \{ i/n : i = 1, \ldots, n \} \) regardless of \( s \).

In the following, we provide an explicit construction of a function \( b \) satisfying the required properties. For \( i = 1, \ldots, n \), let \( b_{i,n} : [0,1] \to \mathbb{C} \) be any function such that \( b_{i,n}(j/n) = 1 \) if \( j = i \) and \( b_{i,n}(j/n) = 0 \) if \( j \neq i \). For \( i = 1, \ldots, n \), define \( b_{i,n} : [0,1]^d \to \mathbb{C} \) by setting

\[
b_{i,n}(x) = b_{i_1,n_1}(x_1) \cdots b_{i_d,n_d}(x_d),
\]

and note that \( b \) satisfies all the required properties.

Since \( \Gamma_{n,s} = I_{ns} \), formula (2.29) is a generalization of (2.24) to the \( d \)-level case.

We conclude this section by introducing a notation that we shall use later on. If \( n \in \mathbb{N}^d \) and \( a : [0,1]^d \to \mathbb{C} \), the \( r \)-th (\( d \)-level) arrow-shaped sampling matrix generated by \( a \) is the symmetric \( N(n) \times N(n) \) matrix denoted by \( S_n(a) \) and defined as follows:

\[
S_n(a) = [(D_n(a))_{i,j}]_{i,j=1}^n = \left( a\left( \frac{i \wedge j}{n} \right) \right)_{i,j=1}^n.
\]

### 3. Multilevel block locally Toeplitz sequences

The theory of (scalar) LT sequences dates back to Tilli’s pioneering paper [66]. It was then carried forward in [62, 63], and it was finally developed in a systematic way in [40, Chapter 7] and [41, Chapter 4]. The theory of block LT sequences was originally suggested in [63, Section 3.3], carried forward in [45], and developed in a systematic way in [8, Chapter 3]. In this chapter, we address the multidimensional version of the theory of block LT sequences, also known as the theory of multilevel block LT sequences. The topic is presented here on an abstract level, whereas for motivations and insights we refer the reader to the introduction of [8]; see also the introduction of Tilli’s paper [66] and Section 7.1 of [40].

#### 3.1. Multilevel block LT operators

Just as the theory of block LT sequences begins with the notion of block LT operators, the theory of multilevel block LT sequences begins with the notion of multilevel block LT operators.
3.1.1. Definition of multilevel block LT operators.

**Definition 3.1** (Multilevel block locally Toeplitz operator).

- Let \( m, n, s \in \mathbb{N} \), let \( \alpha : [0, 1] \rightarrow \mathbb{C} \), and let \( f \in L^1([−\pi, \pi], s) \). The (unilevel) block locally Toeplitz (LT) operator is defined as the following \( ns \times ns \) matrix:

\[
LT_{n,s}^m(\alpha, f) = D_m(\alpha) \otimes T_{[n/m]}(f) \oplus O_{s(n \bmod m)}
\]

\[
= \text{diag}_{i=1,\ldots,m} \left[ \alpha \left( \frac{i}{m} \right) T_{[n/m]}(f) \right] \oplus O_{s(n \bmod m)}
\]

\[
= \text{diag}_{i=1,\ldots,m} \left[ \alpha \left( \frac{i}{m} \right) T_{[n/m]}(f) \right] \oplus O_{s(n \bmod m)}.
\]

It is understood that \( LT_{n,s}^m(\alpha, f) = O_{sn} \) if \( n < m \) and that the term \( O_{s(n \bmod m)} \) is not present if \( n \) is a multiple of \( m \). Moreover, here and in what follows, the tensor product operation \( \otimes \) is always applied before the direct sum \( \oplus \), exactly as in the case of numbers, where multiplication is always applied before addition. Note also that in the last equality we intentionally removed the square brackets in order to illustrate a notation that will be used hereinafter to simplify the presentation (roughly speaking, we are assuming that the “diag operator” is applied before the direct sum \( \oplus \)).

- Let \( m, n, s \in \mathbb{N}^d \), let \( \alpha : [0, 1]^d \rightarrow \mathbb{C} \), and let \( f_j \in L^1([−\pi, \pi], s_j) \) for \( j = 1, \ldots, d \). The multilevel block locally Toeplitz (LT) operator is defined as the following \( N(ns) \times N(ns) \) matrix:

\[
LT_{n,s}^m(a, f_1 \otimes \cdots \otimes f_d) = LT_{n_1,\ldots,n_d,s_1,\ldots,s_d}^{m_1,\ldots,m_d}(a(x_1, \ldots, x_d), f_1 \otimes \cdots \otimes f_d)
\]

\[
= \Gamma_{n,a}^T \left[ \text{diag}_{i_1=1,\ldots,m_1} T_{[n_1/m_1]}(f_1) \otimes \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d}^{m_2,\ldots,m_d} \left( a \left( \frac{i_1}{m_1}, \frac{i_2}{m_2}, \ldots, \frac{i_d}{m_d} \right), f_2 \otimes \cdots \otimes f_d \right) \right] \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d}^T
\]

\[
+ O_{s_1(n_1 \bmod m_1)s_2n_2,\ldots,n_ds_d} \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d}.
\]

This is a recursive definition, whose base case has been given in the previous item. For example, in the case \( d = 2 \) we have

\[
LT_{n_1,n_2,s_1,s_2}^{m_1,m_2}(a, f_1 \otimes f_2)
\]

\[
= \Gamma_{n_1,n_2,s_1,s_2}^T \left[ \text{diag}_{i_1=1,\ldots,m_1} T_{[n_1/m_1]}(f_1) \otimes \text{diag}_{i_2=1,\ldots,m_2} a \left( \frac{i_1}{m_1}, \frac{i_2}{m_2} \right) T_{[n_2/m_2]}(f_2) \oplus O_{s_2(n_2 \bmod m_2)} \right]
\]

\[
+ O_{s_1(n_1 \bmod m_1)s_2n_2} \Gamma_{n_1,n_2,s_1,s_2}.
\]

where we have used the fact that \( \Gamma_{n_2,s_2} = I_{n_2s_2} \); see Remark 2.3.

In Definition 3.1, we have defined the multilevel block LT operator \( LT_{n,s}^m(a, f) \) in the case where \( f \) is a separable function of the form \( f = f_1 \otimes \cdots \otimes f_d \) with \( f_j \in L^1([−\pi, \pi], s_j) \) for \( j = 1, \ldots, d \). We are going to see in Definition 3.3 that \( LT_{n,a}^m(a, f) \) is actually well-defined (in a unique way) for any \( f \in L^1([−\pi, \pi]^d, N(s)) \). The crucial result in view of Definition 3.3 is Theorem 3.2. It shows that the multilevel block LT operator \( LT_{n,a}^m(a, f_1 \otimes \cdots \otimes f_d) \)
coincides with $D_m(a) \otimes T_{[n/m]}(f_1 \otimes \cdots \otimes f_d) \oplus O$ up to a permutation transformation $\Pi_{n,m}^{(s)}$ depending only on $m, n, s$ and not on the functions $a, f_1, \ldots, f_d$.

**Theorem 3.2.** For every $m, n, s \in \mathbb{N}^d$ there exists a permutation matrix $\Pi_{n,m}^{(s)}$ such that

$$LT_{n,s}^m(a, f_1 \cdots f_d) = \Pi_{n,m}^{(s)} \left[ D_m(a) \otimes T_{[n/m]}(f_1 \otimes \cdots \otimes f_d) \oplus O_{(n, s) - (m, [n/m], s)} \right] (\Pi_{n,m}^{(s)})^T$$

for every $a : [0, 1]^d \to \mathbb{C}$ and every $f_1 \in L^1(-\pi, \pi], \ldots, f_d \in L^1(-\pi, \pi], s_d)$. 

**Proof.** The proof is done by induction on $d$. For $d = 1$, the result holds with $\Pi_{n,m}^{(s)} = I_{n,s}$. For $d \geq 2$, set $\nu = (n_2, \ldots, n_d), \mu = (m_2, \ldots, m_d), \sigma = (s_2, \ldots, s_d)$. By definition,

$$LT_{n,s}^m(a, f_1 \cdots f_d) =$$

$$\Gamma_{n,s}^T \left[ \text{diag}_{i_1=1}^{n_1} T_{[n_1/m_1]}(f_1) \otimes \Gamma_{\nu, \sigma} LT_{\nu, \sigma}^{\mu}(a \left( \frac{i_1}{m_1}, \right), f_2 \otimes \cdots \otimes f_d) \Gamma_{\nu, \sigma}^T \right. \left. \oplus O_{s_1 (n_1 \mod m_1) s_2 n_2 \cdots s_d n_d} \right] \Gamma_{n,s},$$

where $a(i_1/m_1, \cdot) : [0, 1]^{d-1} \to \mathbb{C}$ is the function $(x_2, \ldots, x_d) \mapsto a(i_1/m_1, x_2, \ldots, x_d)$. By induction hypothesis, setting $N(\nu, \mu, \sigma) = N(\nu \sigma) - N(\mu | \nu/\mu | \sigma)$, we have

$$\begin{align*}
LT_{\nu, \sigma}^{\mu}(a \left( \frac{i_1}{m_1}, \right), f_2 \otimes \cdots \otimes f_d) & = \Pi_{\nu, \mu}^{(\sigma)} \left[ D_{\mu} \left( a \left( \frac{i_1}{m_1}, \right) \right) \otimes T_{|\nu/\mu|}(f_2 \otimes \cdots \otimes f_d) \oplus O_{N(\nu, \mu, \sigma)} \right] (\Pi_{\nu, \mu}^{(\sigma)})^T.
\end{align*}$$

Let us work on the argument of the “diag operator” in (3.1). From Lemma 2.2, equation (3.2), and properties of tensor products (see Section 2.2.2), we get

$$\begin{align*}
T_{[n_1/m_1]}(f_1) \otimes \Gamma_{\nu, \sigma} LT_{\nu, \sigma}^{\mu}(a \left( \frac{i_1}{m_1}, \right), f_2 \otimes \cdots \otimes f_d) \Gamma_{\nu, \sigma}^T & = \Pi(\nu | \sigma) \left[ \Gamma_{\nu, \sigma} LT_{\nu, \sigma}^{\mu}(a \left( \frac{i_1}{m_1}, \right), f_2 \otimes \cdots \otimes f_d) \Gamma_{\nu, \sigma}^T \otimes T_{[n_1/m_1]}(f_1) \right] \\
& = \Pi(\nu | \sigma) \left[ D_{\mu} \left( a \left( \frac{i_1}{m_1}, \right) \right) \otimes T_{|\nu/\mu|}(f_2 \otimes \cdots \otimes f_d) \oplus O_{N(\nu, \mu, \sigma)} \right] \Pi_{\nu, \mu}^{(\sigma)} \Gamma_{\nu, \sigma}^T \\
& = \Pi(\nu | \sigma) \left[ D_{\mu} \left( a \left( \frac{i_1}{m_1}, \right) \right) \otimes T_{|\nu/\mu|}(f_2 \otimes \cdots \otimes f_d) \oplus O_{N(\nu, \mu, \sigma)} \right] \Pi_{\nu, \mu}^{(\sigma)} \Gamma_{\nu, \sigma}^T \\
& = \Pi(\nu | \sigma) \left[ D_{\mu} \left( a \left( \frac{i_1}{m_1}, \right) \right) \otimes T_{|\nu/\mu|}(f_2 \otimes \cdots \otimes f_d) \oplus O_{N(\nu, \mu, \sigma)} \right] \Pi_{\nu, \mu}^{(\sigma)} \Gamma_{\nu, \sigma}^T.
\end{align*}$$


Using equation (2.10), Lemma 2.2, Lemma 2.45, and properties of tensor products and direct sums (see Section 2.2.2), we obtain (3.4)

\[
\begin{align*}
    &\left[ D_\mu \left( a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \right) \otimes T_{[\nu/\mu]} (f_2 \otimes \cdots \otimes f_d) \otimes O_{N(\nu,\mu,\sigma)} \right] \otimes T_{[n_1/m_1]} (f_1) \\
    &= D_\mu \left( a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \right) \otimes T_{[\nu/\mu]} (f_2 \otimes \cdots \otimes f_d) \otimes T_{[n_1/m_1]} (f_1) \otimes O_{N(\nu,\mu,\sigma)}[n_1/m_1]_s \\
    &= \Pi_(N(\mu),[n_1/m_1]_s_1,N(\nu/\mu,\sigma));[1,3,2] \\
    &\cdot \left[ D_\mu \left( a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \right) \otimes T_{[n_1/m_1]} (f_1) \otimes T_{[\nu/\mu]} (f_2 \otimes \cdots \otimes f_d) \right] \\
    &\cdot \left( \Pi(N(\mu),[n_1/m_1]_s_1,N(\nu/\mu,\sigma));[1,3,2] \right)_T \otimes O_{N(\nu,\mu,\sigma)}[n_1/m_1]_s \\
    &= \Pi_(N(\mu),[n_1/m_1]_s_1,N(\nu/\mu,\sigma));[1,3,2] \\
    &\cdot \left[ D_\mu \left( a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \right) \otimes (I_{[n_1/m_1]}_s_1 \otimes \Gamma_{[\nu/\mu,\sigma]} \right)_T \Gamma_{[n_1/m_1]}_s \\
    &\cdot T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \Gamma_{[n/m]}^{T} (I_{[n_1/m_1]}_s_1 \otimes \Gamma_{[\nu/\mu,\sigma]} \\
    &\cdot \left( \Pi(N(\mu),[n_1/m_1]_s_1,N(\nu/\mu,\sigma));[1,3,2] \right)_T \otimes O_{N(\nu,\mu,\sigma)}[n_1/m_1]_s \\
    &= \left[ \Pi(N(\mu),[n_1/m_1]_s_1,N(\nu/\mu,\sigma));[1,3,2] \right] (I_{N(\mu)} \otimes (I_{[n_1/m_1]}_s_1 \otimes \Gamma_{[\nu/\mu,\sigma]} \right)_T \Gamma_{[n_1/m_1]}_s \\
    &\otimes I_{N(\nu,\mu,\sigma)}[n_1/m_1]_s_1 \\
    &\cdot \left[ D_\mu \left( a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \right) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \otimes O_{N(\nu,\mu,\sigma)}[n_1/m_1]_s \\
    &\otimes I_{N(\nu,\mu,\sigma)}[n_1/m_1]_s_1 \\
    &\right)_T \\
\end{align*}
\]

Substituting (3.4) into (3.3), we arrive at (3.5)

\[
\begin{align*}
    &T_{[n_1/m_1]} (f_1) \otimes \Gamma_{\nu,\sigma} L_{\nu,\sigma}^T (a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \otimes O_{N(\nu,\mu,\sigma)}[n_1/m_1]_s) \left( P_{n,m}^{(s)} \right)^T, \\

    &= P_{n,m}^{(s)} \left[ D_\mu \left( a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \right) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \otimes O_{N(\nu,\mu,\sigma)}[n_1/m_1]_s) \right] \left( P_{n,m}^{(s)} \right)^T, \\

    \text{where} \quad P_{n,m}^{(s)} &= \Pi(N(\nu,\sigma),[n_1/m_1]_s_1);[2,1] \left( \Gamma_{\nu,\sigma} \Pi_{\nu,\sigma}^{[s]} \otimes I_{[n_1/m_1]}_s_1 \right) \\
    &\otimes \left[ \Pi(N(\mu),[n_1/m_1]_s_1,N(\nu/\mu,\sigma));[1,3,2] \right] (I_{N(\mu)} \otimes (I_{[n_1/m_1]}_s_1 \otimes \Gamma_{[\nu/\mu,\sigma]} \right)_T \Gamma_{[n_1/m_1]}_s \otimes I_{N(\nu,\mu,\sigma)}[n_1/m_1]_s_1. \\

\end{align*}
\]

Combining (3.5) and (3.1), we obtain

\[
\begin{align*}
    &L_{n,s}^m (a, f_1 \otimes \cdots \otimes f_d) \\
    &= \Gamma_{n,s}^T \left[ \bigoplus_{i_1=1}^{m_1} P_{n,m}^{(s)} \right] \text{diag} \left[ D_\mu \left( a \left( \frac{i_1}{m_1}, \ldots, \frac{i_s}{m_s} \right) \right) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \\
    &\otimes O_{N(\nu,\mu,\sigma)}[n_1/m_1]_s \right] \left( \bigoplus_{i_1=1}^{m_1} P_{n,m}^{(s)} \right)^T \otimes O_{s_1(n_1 \text{mod m}_1) s_2 n_2 \cdots s_d n_d} \Gamma_{n,s}. \\
\end{align*}
\]
From Lemma 2.4 and equations (2.10) and (2.23),
\[
\begin{align*}
\text{diag}_{i_1=1,\ldots,m_1} \left[ D_\mu \left( a \left( \frac{i_1}{m_1} \right) \right) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \oplus O_N(\nu, \mu, \sigma) |_{n_1/m_1} s_1 \right] \\
= \bigoplus_{i_1=1}^{m_1} \left[ D_\mu \left( a \left( \frac{i_1}{m_1} \right) \right) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \oplus O_N(\nu, \mu, \sigma) |_{n_1/m_1} s_1 \right] \\
= V_{n,m}^{(s)} \left[ \bigoplus_{i_1=1}^{m_1} \left[ D_\mu \left( a \left( \frac{i_1}{m_1} \right) \right) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \right] + O_N(\nu, \mu, \sigma) |_{n_1/m_1} s_1 \right] (V_{n,m}^{(s)})^T \\
= V_{n,m}^{(s)} \left[ D_m(a) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \oplus O_N(\nu, \mu, \sigma) |_{n_1/m_1} s_1 \right] (V_{n,m}^{(s)})^T,
\end{align*}
\]
where
\[
V_{n,m}^{(s)} = V_{h(m,n,s);s}, \\
\sigma = [1, m_1 + 1, 2, m_1 + 2, \ldots, m_1, 2m_1], \\
h(m,n,s) = \left( N(\mu)N(\nu_{[n/m]s}), \ldots, N(\mu)N(\nu_{[n/m]s}), \ldots, N(\nu, \mu, \sigma) |_{n_1/m_1} s_1, \ldots, N(\nu, \mu, \sigma) |_{n_1/m_1} s_1 \right).
\]

Thus,
\[
\begin{align*}
LT_{n,m}^{m}(a, f_1 \otimes \cdots \otimes f_d) \\
= \Gamma_{n,s} \left[ \bigoplus_{i_1=1}^{m_1} P_{n,m}^{(s)} \right] V_{n,m}^{(s)} \\
\cdot \left[ D_m(a) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \oplus O_N(\nu, \mu, \sigma) |_{n_1/m_1} s_1 \right] \\
\cdot (V_{n,m}^{(s)})^T \left[ \bigoplus_{i_1=1}^{m_1} P_{n,m}^{(s)} \right] + O_{s_1(n_1 \mod m_1) s_2 n_2 \cdots s_d n_d} \Gamma_{n,s} \\
= \Gamma_{n,s} \left[ \bigoplus_{i_1=1}^{m_1} P_{n,m}^{(s)} \right] V_{n,m}^{(s)} + I_{s_1(n_1 \mod m_1) s_2 n_2 \cdots s_d n_d} \\
\cdot \left[ D_m(a) \otimes T_{[n/m]} (f_1 \otimes \cdots \otimes f_d) \oplus O_N(\nu, \mu, \sigma) |_{n_1/m_1} s_1(s_1(n_1 \mod m_1) s_2 n_2 \cdots s_d n_d) \right] \\
\cdot (V_{n,m}^{(s)})^T \left[ \bigoplus_{i_1=1}^{m_1} P_{n,m}^{(s)} \right] + I_{s_1(n_1 \mod m_1) s_2 n_2 \cdots s_d n_d} \Gamma_{n,s}.
\end{align*}
\]
This concludes the proof; note that the permutation matrix \( \Pi_{n,m}^{(s)} \) is given by
\[
\Pi_{n,m}^{(s)} = \Gamma_{n,s} \left[ \bigoplus_{i_1=1}^{m_1} P_{n,m}^{(s)} \right] V_{n,m}^{(s)} + I_{s_1(n_1 \mod m_1) s_2 n_2 \cdots s_d n_d},
\]
and, moreover, the number \( N(\nu, \mu, \sigma) |_{n_1/m_1} s_1(s_1(n_1 \mod m_1) s_2 n_2 \cdots s_d n_d) \) is equal to \( N(n,s) - N(m,n/m,s) \).
operator is defined as the following \( N(n,s) \times N(n,s) \) matrix:

\[
LT_{n,s}^m(a,f) = \Pi_{n,m}^s \left[ D_m(a) \otimes T_{[n/m]}(f) \oplus O_{N(n,s)-N(m[n/m]+s)} \right] (\Pi_{n,m}^s)^T,
\]

where \( \Pi_{n,m}^s \) is the permutation matrix appearing in Theorem 3.2.

**Remark 3.4.** We note that \( LT_{n,s}^m(a,f) = LT_{n,s}^m(a,g) \) whenever \( f = g \) a.e. Moreover, suppose that \( f = f_1 \otimes \cdots \otimes f_d \) a.e., with \( f_j \in L^1([0,\pi],s_j) \) for \( j = 1, \ldots, d \); then \( LT_{n,s}^m(a,f) \) is equal to \( LT_{n,s}^m(a,f_1 \otimes \cdots \otimes f_d) \), as defined in Definition 3.1. This shows that Definition 3.3 is an extension of Definition 3.1.

### 3.1.2. Properties of multilevel block LT operators.

For every \( m,n,s \in \mathbb{N}^d \), every \( a,b : [0,1]^d \to \mathbb{C} \), every \( f,g \in L^1([0,\pi]^d,N(s)) \), and every \( \alpha,\beta \in \mathbb{C} \), we have

\[
\begin{align*}
LT_{n,s}^m(a,f)^* &= LT_{n,s}^m(\bar{a},f^*), \\
LT_{n,s}^m(\alpha a + \beta b, f) &= \alpha LT_{n,s}^m(a,f) + \beta LT_{n,s}^m(b,f), \\
LT_{n,s}^m(a,\alpha f + \beta g) &= \alpha LT_{n,s}^m(a,f) + \beta LT_{n,s}^m(a,g), \\
\|LT_{n,s}^m(a,f)\|_1 &= \|D_m(a)\|_1 \|T_{[n/m]}(f)\|_1 \\
&\leq \frac{1}{(2\pi)^d} \sum_{i=1}^m \|a(\frac{i}{m})\|_1 \|f\|_{L^1} N([n/m]),
\end{align*}
\]

where in the last inequality we invoked Theorem 2.44.

**Remark 3.5.** Let \( s \in \mathbb{N}^d \), let \( a : [0,1]^d \to \mathbb{C} \) be a bounded function, and take any sequence \( \{f_k\}_k \subseteq L^1([0,\pi]^d,N(s)) \) such that \( f_k \to f \) in \( L^1([0,\pi]^d,N(s)) \). By (3.8) and (3.9), for every \( k \) and every \( n,m \in \mathbb{N}^d \), we have

\[
\|LT_{n,s}^m(a,f) - LT_{n,s}^m(a,f_k)\|_1 = \|LT_{n,s}^m(a,f - f_k)\|_1 \leq N(n)\|a\|_{\infty} \|f - f_k\|_{L^1}.
\]

By Theorem 2.39, this implies that \( \{LT_{n,s}^m(a,f_k)\}_n \overset{a.e.}{\rightharpoonup} \{LT_{n,s}^m(a,f)\}_n \) as \( k \to \infty \) for every \( m \in \mathbb{N}^d \) and every sequence \( \{n = n(n)\}_n \subseteq \mathbb{N}^d \) such that \( n \to \infty \) as \( n \to \infty \).

**Proposition 3.6.** Let \( s \in \mathbb{N}^d \), let \( a_i : [0,1]^d \to \mathbb{C} \) be bounded, and let \( f_i \in L^\infty([0,\pi]^d,N(s)) \) for \( i = 1, \ldots, q \). Then, for every \( n,m \in \mathbb{N}^d \),

\[
\left\| \prod_{i=1}^q LT_{n,s}^m(a_i,f_i) - \prod_{i=1}^q LT_{n,s}^m(a_i,f_i) \right\|_1 \leq \varepsilon([n/m])N(n),
\]

where

\[
\varepsilon(k) = \left\| \prod_{i=1}^q a_i \right\|_1 \left\| \prod_{i=1}^q T_k(f_i) - T_k\left( \prod_{i=1}^q f_i \right) \right\|_1 \frac{1}{N(k)}
\]

and \( \lim_{k \to \infty} \varepsilon(k) = 0 \) by Theorem 2.46. In particular, for every \( m \in \mathbb{N}^d \) and every sequence \( \{n = n(n)\}_n \subseteq \mathbb{N}^d \) such that \( n \to \infty \) as \( n \to \infty \),

\[
d_{a.e.}\left( \left\{ \prod_{i=1}^q LT_{n,s}^m(a_i,f_i) \right\}_n, \left\{ LT_{n,s}^m\left( \prod_{i=1}^q a_i, \prod_{i=1}^q f_i \right) \right\}_n \right) = 0.
\]
This proves (3.10). Since $\varepsilon(k) \to 0$ as $k \to \infty$ by Theorem 2.46, equation (3.11) follows immediately from (3.10) and Theorems 2.18 and 2.32. □

Theorem 3.7. Let $s \in \mathbb{N}^d$, let $a^{(i,j)} : [0,1]^d \to \mathbb{C}$ be Riemann-integrable and $f^{(i,j)} \in L^\infty([-\pi,\pi]^d, N(s))$, for $i = 1, \ldots, p$ and $j = 1, \ldots, q$. Then, for every $m \in \mathbb{N}^d$ and every sequence $\{n = n(n)\}_n \subseteq \mathbb{N}^d$ such that $n \to \infty$ as $n \to \infty$,

$$\left\{ \sum_{i=1}^{p} \prod_{j=1}^{q} LT_{n\cdot s}^m (a^{(i,j)}, f^{(i,j)}) \right\}_n \sim_\sigma \sum_{i=1}^{p} \prod_{j=1}^{q} a_m^{(i,j)}(x) f^{(i,j)}(\theta),$$

where

$$a_m^{(i,j)}(x) = \sum_{k=1}^{m} a^{(i,j)} \left( \frac{k}{m} \right) \lambda_{(\frac{k-1}{m}, \frac{k}{m})}(x).$$

Proof. By Proposition 3.6 and Remark 2.36, it is enough to show that

$$\left\{ \sum_{i=1}^{p} \prod_{j=1}^{q} LT_{n\cdot s}^m (a^{(i,j)}, f^{(i,j)}) \right\}_n \sim_\sigma \sum_{i=1}^{p} \prod_{j=1}^{q} a_m^{(i,j)}(x) f^{(i,j)}(\theta).$$

Note that

$$(\Pi(s \cdot n, m))^T \left[ \sum_{i=1}^{p} \prod_{j=1}^{q} LT_{n\cdot s}^m (a^{(i,j)}, f^{(i,j)}) \right] \Pi(s \cdot n, m)$$

(3.13) \quad = \left[ \sum_{i=1}^{p} D_{m} \left( \prod_{j=1}^{q} a^{(i,j)} \right) \otimes T_{n\cdot m} \left( \prod_{j=1}^{q} f^{(i,j)} \right) \right] \otimes O_{N(ns) - N(m\cdot n\cdot m\cdot s)}.$$

Recalling (2.21), for $k = 1, \ldots, m$, the $k$th diagonal block of size $N(s \cdot n / m)$ of the matrix (3.13) is given by

$$\sum_{i=1}^{p} \prod_{j=1}^{q} a^{(i,j)} \left( \frac{k}{m} \right) T_{n\cdot m} \left( \prod_{j=1}^{q} f^{(i,j)} \right) = T_{n\cdot m} \left( \sum_{i=1}^{p} \prod_{j=1}^{q} a^{(i,j)} \left( \frac{k}{m} \right) f^{(i,j)} \right).$$

It follows that the singular values of $\sum_{i=1}^{p} LT_{n\cdot s}^m (\Pi_{j=1}^{q} a^{(i,j)} \cdot \prod_{j=1}^{q} f^{(i,j)})$ are

$$\sigma_{\ell} \left( T_{n\cdot m} \left( \sum_{i=1}^{p} \prod_{j=1}^{q} a^{(i,j)} \left( \frac{k}{m} \right) f^{(i,j)} \right) \right), \quad \ell = 1, \ldots, N(s \cdot n / m), \quad k = 1, \ldots, m,$$
plus further $N(ns) - N(m|n/m|s) = o(N(n))$ singular values which are equal to 0. Therefore, by Theorem 2.43, since

$$\sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(\frac{k}{m}) f^{(i,j)} \in L^\infty([-\pi, \pi]^d, N(s)),$$

for any $F \in C_c(\mathbb{R})$, we have

\begin{equation}
\lim_{n \to \infty} \frac{1}{N(ns)} \sum_{r=1}^{N(ns)} F(\sigma_r(\sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(\frac{k}{m}) f^{(i,j)})) = \lim_{n \to \infty} \frac{N(m|n/m|s)}{N(ns)} \frac{1}{N(m)} \sum_{k=1}^{N(s|n/m|)} \frac{1}{N(s|n/m|)} \sum_{\ell=1}^{N(s|n/m|)} F(\sigma_{\ell}(\sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(\frac{k}{m}) f^{(i,j)})) = \frac{1}{N(m)} \sum_{k=1}^{N(s|n/m|)} \frac{1}{N(s|n/m|)} \sum_{\ell=1}^{N(s|n/m|)} F(\sigma_{\ell}(\sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(x) f^{(i,j)}(\theta))) \, d\theta.
\end{equation}

This concludes the proof. 

**Theorem 3.8.** Let $s \in \mathbb{N}^d$, let $a^{(i,j)} : [0, 1]^d \to \mathbb{C}$ be Riemann-integrable and $f^{(i,j)} \in L^\infty([-\pi, \pi]^d, N(s))$, for $i = 1, \ldots, p$ and $j = 1, \ldots, q_i$. Then, for every $m \in \mathbb{N}^d$ and every sequence $\{n = n(n)\} \subseteq \mathbb{N}^d$ such that $n \to \infty$ as $n \to \infty$,

$$\left\{ \Re \left( \sum_{i=1}^{p} \prod_{j=1}^{q_i} LT_{n,s}^m(a^{(i,j)}, f^{(i,j)}) \right) \right\}_n \sim_\lambda \Re \left( \sum_{i=1}^{p} \prod_{j=1}^{q_i} a_m^{(i,j)}(x) f^{(i,j)}(\theta) \right),$$

where $a_m^{(i,j)}$ is defined in (3.12).

**Proof.** The proof follows the same pattern as the proof of Theorem 3.7. By Proposition 3.6 and Remark 2.36, it is enough to show that

$$\left\{ \Re \left( \sum_{i=1}^{p} LT_{n,s}^m \left( \prod_{j=1}^{q_i} a^{(i,j)}, \prod_{j=1}^{q_i} f^{(i,j)} \right) \right) \right\}_n \sim_\lambda \Re \left( \sum_{i=1}^{p} \prod_{j=1}^{q_i} a_m^{(i,j)}(x) f^{(i,j)}(\theta) \right).$$

Note that

\begin{equation}
(P_{n,m}^s)^T \left[ \Re \left( \sum_{i=1}^{p} LT_{n,s}^m \left( \prod_{j=1}^{q_i} a^{(i,j)}, \prod_{j=1}^{q_i} f^{(i,j)} \right) \right) \right] = \Re \left( \sum_{i=1}^{p} D_m \left( \prod_{j=1}^{q_i} a^{(i,j)} \right) \otimes T_{n/m} \left( \prod_{j=1}^{q_i} f^{(i,j)} \right) \right) + O_N(ns) - N(m|n/m|s).
\end{equation}

Recalling (2.21) and (2.22), for $k = 1, \ldots, m$, the $k$th diagonal block of size $N(s|n/m|)$ of the matrix (3.15) is given by

$$\Re \left( \sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(\frac{k}{m}) T_{n/m} \left( \prod_{j=1}^{q_i} f^{(i,j)} \right) \right) = T_{n/m} \left( \Re \left( \sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(\frac{k}{m}) f^{(i,j)} \right) \right).$$
It follows that the eigenvalues of $\mathcal{R}(\sum_{\ell=1}^{p} LT_{n,s}^{m}(\prod_{j=1}^{q} a^{(i,j)}(\frac{k}{m}) f^{(i,j)}))$ are

$$\lambda_\ell\left(T_{n/m}\left(\mathcal{R}\left(\sum_{i=1}^{p} \prod_{j=1}^{q} a^{(i,j)}(\frac{k}{m}) f^{(i,j)}\right)\right)\right), \quad \ell = 1, \ldots, N(s \mid n/m), \quad k = 1, \ldots, m,$$

plus further $N(ns) - N(m \mid n/m \mid s) = o(N(n))$ eigenvalues which are equal to 0. Therefore, by Theorem 2.43, since $\mathcal{R}(\sum_{\ell=1}^{p} \prod_{j=1}^{q} a^{(i,j)}(\frac{k}{m}) f^{(i,j)})) \in L^\infty([-\pi, \pi]^d, N(s))$, following the same derivation as in (3.14) we obtain, for any $F \in C_0(\mathbb{C})$,

$$\lim_{n \to \infty} \frac{1}{(2\pi)^d} \int_{[0,1]^d} \int_{[-\pi, \pi]^d} \frac{1}{N(s)} \sum_{\ell=1}^{N(s)} F\left(\lambda_\ell\left(\mathcal{R}\left(\sum_{i=1}^{p} \prod_{j=1}^{q} a^{(i,j)}(x) f^{(i,j)}(\theta)\right)\right)\right)d\theta dx.$$

This concludes the proof.

PROPOSITION 3.9. Let $s \in \mathbb{N}^d$, let $a : [0, 1]^d \to \mathbb{C}$ be a Riemann-integrable function and $f \in L^1([-\pi, \pi]^d, N(s))$. Then, for every $m \in \mathbb{N}^d$ and every sequence $\{n = n(n)\} \subset \mathbb{N}^d$ such that $n \to \infty$ as $n \to \infty$, we have

$$\{LT_{n,s}^{m}(a, f)\} \sim_s a_m(x) f(\theta),$$

where

$$a_m(x) = \sum_{k=1}^{m} a\left(\frac{k}{m}\right) \chi_{\left[k-1, k\right]}(x).$$

Proof. Take any sequence $\{f_k\} \subset L^\infty([-\pi, \pi]^d, N(s))$ such that $f_k \to f$ a.e. and in $L^1([-\pi, \pi]^d, N(s))$. We have:

- $\{LT_{n,s}^{m}(a, f_k)\} \overset{a.e.}{\to} \{LT_{n,s}^{m}(a, f)\}$ by Remark 3.5;
- $\{LT_{n,s}^{m}(a, f_k)\} \sim_s a_m(x) f_k(\theta)$ by Theorem 3.7;
- $a_m(x) f_k(\theta) \to a_m(x) f(\theta)$ a.e. (and hence also in measure).

We conclude that $\{LT_{n,s}^{m}(a, f)\} \sim_s a_m(x) f(\theta)$ by Theorem 2.34.

3.2. Definition of multilevel block LT sequences. The notion of multilevel block LT sequences is formalized in the next definition.

DEFINITION 3.10 (Multilevel block locally Toeplitz sequence). Let $s \in \mathbb{N}^d$, let $\{A_n\}$ be a $d$-level $N(s)$-block matrix-sequence, let $a : [0, 1]^d \to \mathbb{C}$ be Riemann-integrable and $f \in L^1([-\pi, \pi]^d, N(s))$. We say that $\{A_n\}$ is a $(d$-level $s$-block) locally Toeplitz (LT) sequence with symbol $a(x) f(\theta)$, and we write $\{A_n\} \sim_{LT} a(x) f(\theta)$, if $\{LT_{n,s}^{m}(a, f)\} \overset{a.e.}{\to} \{A_n\}$ as $m \to \infty$.

In what follows, unless specified otherwise, whenever we write a relation such as $\{A_n\} \sim_{LT} a(x) f(\theta)$, it is understood that $\{A_n\}$ is a $d$-level $s$-block LT sequence as in Definition 3.10, so in particular the function $a : [0, 1]^d \to \mathbb{C}$ is Riemann-integrable and $f \in L^1([-\pi, \pi]^d, N(s))$.

3.3. Fundamental examples of multilevel block LT sequences. In this section we provide three fundamental examples of multilevel block LT sequences: zero-distributed sequences, sequences of multilevel block diagonal sampling matrices, and multilevel block Toeplitz sequences. These may be regarded as the “building blocks” of the theory of multilevel block GLT sequences because from them we can construct through algebraic operations a lot of other matrix-sequences which will turn out to be multilevel block GLT sequences.
3.3.1. Zero-distributed sequences. We show that any zero-distributed sequence is a multilevel block LT sequence with symbol given by the zero matrix.

**Theorem 3.11.** Let \( s \in \mathbb{N}^d \), and let \( \{ Z_n \}_n \) be a \( d \)-level \( N(s) \)-block matrix-sequence. The following statements are equivalent.

1. \( \{ Z_n \}_n \sim_{\sigma} 0 \).
2. \( \{ O_{N(s)} \}_n \to_{a.c.s.} \{ Z_n \}_n \).
3. \( \{ Z_n \}_n \sim_{\text{LT}} O_{N(s)} \).

**Proof.** (1 \( \iff \) 2) By Theorem 2.32, we have \( \{ O_{N(s)} \}_n \to_{a.c.s.} \{ Z_n \}_n \) if and only if
\[
d_{a.c.s.}(\{ O_{N(s)} \}_n, \{ Z_n \}_n) = 0
\]
and hence the relation \( \{ O_{N(s)} \}_n \to_{a.c.s.} \{ Z_n \}_n \) if and only if \( \{ Z_n \}_n \sim_{\sigma} 0 \).

(2 \( \iff \) 3) This equivalence follows from Definition 3.10 and the observation that
\[
\text{LTD}_{n,s}(0, O_{N(s)}) = O_{N(s)} \text{ and } 0 O_{N(s)} = O_{N(s)}.
\]

3.3.2. Sequences of multilevel block diagonal sampling matrices. We are going to see in Theorem 3.14 that \( \{ \Gamma_{n,s}^T D_{n,s}(a) \Gamma_{n,s} \}_n = \{ D_n(a I_{N(s)}) \}_n \sim_{\text{LT}} a(x) I_{N(s)} \) whenever \( s \in \mathbb{N}^d \), \( a : [0,1]^d \to \mathbb{C} \) is Riemann-integrable and \( n = n(n) \to \infty \) as \( n \to \infty \). To prove Theorem 3.14 we shall need the following lemmas; cf. [40, Lemma 5.6] and [41, Lemma 4.1].

**Lemma 3.12.** Let \( C \) be an \( \ell \times \ell \) matrix and suppose that
\[
\| C \|_p^p \leq \varepsilon \ell^p,
\]
where \( p \in [1, \infty) \), \( \varepsilon \geq 0 \), and \( \ell^p \geq 0 \). Then we can write \( C \) in the form
\[
C = R + N, \quad \text{rank}(R) \leq \varepsilon \frac{c^{1/p}}{\ell^p}, \quad \| N \| \leq \varepsilon \frac{c^{1/p}}{\ell^p}.
\]

**Lemma 3.13.** Let \( M \) be any infinite subset of \( \mathbb{N} \). For every \( m \in M \), let \( \{ x(m,k) \}_{k \in \mathbb{N}^d} \) be a family of numbers such that \( x(m,k) \to x(m) \) as \( k \to \infty \), where \( x(m) \to 0 \) as \( m \to \infty \). Then there exists a family \( \{ m(k) \}_{k \in \mathbb{N}^d} \subseteq M \) such that \( m(k) \to \infty \) and \( x(m(k),k) \to 0 \) as \( k \to \infty \).

**Theorem 3.14.** If \( a : [0,1]^d \to \mathbb{C} \) is Riemann-integrable, then it holds that
\[
\{ \Gamma_{n,s}^T D_{n,s}(a) \Gamma_{n,s} \}_n = \{ D_n(a I_{N(s)}) \}_n \sim_{\text{LT}} a(x) I_{N(s)} \text{ for every } s \in \mathbb{N}^d \text{ and every sequence } (n = n(n)) \subseteq \mathbb{N}^d \text{ such that } n \to \infty \text{ as } n \to \infty.
\]

**Proof.** The proof consists of two steps. We first show that the thesis holds if \( a \) is continuous. Then, by using an approximation argument, we show that it holds for any Riemann-integrable function \( a \).

**Step 1.** We prove by induction on \( d \) that if \( a \in C([0,1]^d) \) and \( \omega_a (\cdot) \) is the modulus of continuity of \( a \), then
\[
\Gamma_{n,s}^T D_{n,s}(a) \Gamma_{n,s} = \text{LTD}_{n,s}(a, I_{N(s)}) + \text{LTD}_{n,m} + N_{n,m},
\]
(3.16)
\[
\text{rank}(\text{LTD}_{n,m}) \leq N(s) \sum_{i=1}^d \frac{m_i}{n_i}, \quad \| N_{n,m} \| \leq \sum_{i=1}^d \omega_a \left( \frac{1}{m_i} + \frac{m_i}{n_i} \right).
\]

Since \( \omega_a (\cdot) \to 0 \) as \( \delta \to 0 \), the convergence \( \{ \text{LTD}_{n,s}(a, I_{N(s)}) \}_n \to_{a.c.s.} \{ \Gamma_{n,s}^T D_{n,s}(a) \Gamma_{n,s} \}_n \) (and hence the relation \( \Gamma_{n,s}^T D_{n,s}(a) \Gamma_{n,s} \sim_{\text{LT}} a(x) I_{N(s)} \)) follows immediately from Definition 2.40 (take \( n_m \) such that \( n \geq m^2 \) for \( n \geq n_m \), and take \( c(m) = \sum_{i=1}^d 1/m_i \) and \( \omega(m) = \sum_{i=1}^d \omega_a (2/m_i) \)).

In the case \( d = 1 \), we have \( s = (s) \), \( m = (m) \), and \( n = n(n) = (d_n) \) for some sequence of numbers \( \{ d_n \}_n \) such that \( d_n \to \infty \) as \( n \to \infty \). Considering that \( \Gamma_{d_n,s} = I_{d_n,s} \), equation (3.16) reduces to
\[
\text{LTD}_{d_n,s}(a, I_s) = \text{LTD}_{d_n,m}(a) + \text{LTD}_{d_n,m} + N_{d_n,m},
\]
\[
\text{rank}(\text{LTD}_{d_n,m}) \leq s m, \quad \| N_{d_n,m} \| \leq \omega_a \left( \frac{1}{d_n} + \frac{m}{d_n} \right).
\]
where, for any \( h \) we have proved in [8]. In the case \( d > 1 \), we have

\[
(3.17)
\]

\[
LT_{n, s}^m (a, I_{N(s)}) = LT_{n_1, \ldots, n_d, s_1, \ldots, s_d} (a, I_{s_1} \otimes \cdots \otimes I_{s_d})
\]

\[
= \Gamma_{n, s}^T \left[ \begin{array}{c} \text{diag} \\
\otimes \end{array} \left[ \begin{array}{c} I_{s_1} [n_1/m_1] \\
\otimes \end{array} \right] \Gamma_{n_1, s_1} \\
\end{array} \right]
\]

\[
\otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}^T LT_{n_2, \ldots, n_d, s_2, \ldots, s_d} (a \left( \frac{j_1}{m_1}, \cdot \right), I_{s_2} \otimes \cdots \otimes I_{s_d}) \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}
\]

\[
\otimes O_{s_1 (n_1 \mod m_1) \otimes n_2 \otimes \cdots \otimes n_d} \Gamma_{n, s}
\]

where, for any \( \hat{x}_1 \in [0, 1] \), the function \( a(\hat{x}_1, \cdot) \) is defined as follows:

\[
a(\hat{x}_1, \cdot) : [0, 1]^{d-1} \to \mathbb{C}, \quad (x_2, \ldots, x_d) \mapsto a(\hat{x}_1, x_2, \ldots, x_d).
\]

Moreover, by (2.25),

\[
(3.18)
\]

\[
\Gamma_{n, s}^T D_{n, s} (a) \Gamma_{n, s} = \Gamma_{n, s}^T \left[ \begin{array}{c} \text{diag} \\
\otimes \end{array} \left[ \begin{array}{c} D_n (a(x_{n_1}^{(n_1)}) \Gamma_{n_1} \\
\otimes \end{array} \right] \Gamma_{n, s}
\end{array} \right]
\]

\[
= \Gamma_{n, s}^T \left[ \begin{array}{c} \text{diag} \\
\otimes \end{array} \left[ \begin{array}{c} D_{n_2, \ldots, n_d, s_2, \ldots, s_d} (a(x_{n_1}^{(n_1)}) \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}
\end{array} \right] \Gamma_{n, s}
\end{array} \right]
\]

\[
\otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}^T LT_{n_2, \ldots, n_d, s_2, \ldots, s_d} (a \left( \frac{j_1}{m_1}, \cdot \right), I_{s_2} \otimes \cdots \otimes I_{s_d}) \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}
\]

\[
\otimes O_{s_1 (n_1 \mod m_1) \otimes n_2 \otimes \cdots \otimes n_d} \Gamma_{n, s}
\]

For \( j_1 = 1, \ldots, m_1 \) and \( i_1 = (j_1 - 1)s_1 [n_1/m_1] + 1, \ldots, j_1 s_1 [n_1/m_1] \), by the induction hypothesis we have

\[
(3.19)
\]

\[
\Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}^T D_{n_2, \ldots, n_d, s_2, \ldots, s_d} (a(x_{n_1}^{(n_1)}) \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}
\end{array} \right) \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}
\]

\[
\otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}^T LT_{n_2, \ldots, n_d, s_2, \ldots, s_d} (a \left( \frac{j_1}{m_1}, \cdot \right), I_{s_2} \otimes \cdots \otimes I_{s_d}) \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}
\]

\[
\otimes O_{s_1 (n_1 \mod m_1) \otimes n_2 \otimes \cdots \otimes n_d} \Gamma_{n, s}
\]
where

\[
\operatorname{rank}(B^{[j_1/m_1]}_{n_2,\ldots,n_d,n_2,\ldots,n_d}) \leq s_2 n_2 \cdots s_d n_d \sum_{k=2}^{d} \frac{m_k}{n_k},
\]

\[
\|N^{[j_1/m_1]}_{n_2,\ldots,n_d,m_2,\ldots,m_d}\| \leq \sum_{k=2}^{d} \omega_\nu(j_1/m_1,\cdot) \left( \frac{1}{m_k} + \frac{m_k}{n_k} \right) \leq \sum_{k=2}^{d} \omega_\nu \left( \frac{1}{m_k} + \frac{m_k}{n_k} \right).
\]

Moreover, since for \( j_1 = 1, \ldots, m_1 \) and \( i_1 = (j_1 - 1)s_1 \lfloor n_1/m_1 \rfloor + 1, \ldots, j_1 s_1 \lfloor n_1/m_1 \rfloor \) we have

\[
(j_1 - 1) \left\lceil \frac{n_1}{m_1} \right\rceil + 1 \leq \left\lfloor \frac{i_1 - 1}{s_1} \right\rfloor + 1 \leq j_1 \left\lfloor \frac{n_1}{m_1} \right\rfloor
\]

and

\[
\left| x^{(n_1)}_{i_1,s_1} - \frac{j_1}{m_1} \right| = \frac{1}{n_1} \left( \left\lfloor \frac{i_1 - 1}{s_1} \right\rfloor + 1 \right) - \frac{j_1}{m_1} \leq \frac{j_1}{m_1} - \frac{(j_1 - 1) |n_1/m_1|}{n_1} \leq \frac{1}{m_1} + \frac{m_1}{n_1},
\]

we infer that

\[
\left\| D_{n_2,\ldots,n_d,s_2,\ldots,s_d}(a(x^{(n_1)}_{i_1,s_1},\cdot)) - D_{n_2,\ldots,n_d,s_2,\ldots,s_d} \left( a \left( \frac{j_1}{m_1},\cdot \right) \right) \right\| \leq \omega_\nu \left( \frac{1}{m_1} + \frac{m_1}{n_1} \right).
\]

Thus, recalling (3.19),

\[
D_{n_2,\ldots,n_d,s_2,\ldots,s_d}(a(x^{(n_1)}_{i_1,s_1},\cdot))
\]

\[
- \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d} LT^{m_2,\ldots,m_d}_{n_2,\ldots,n_d,s_2,\ldots,s_d} \left( a \left( \frac{j_1}{m_1},\cdot \right), I_{s_2,\ldots,s_d} \right) \Gamma^T_{n_2,\ldots,n_d,s_2,\ldots,s_d}
\]

\[
= \hat{R}^{[j_1/m_1]}_{n_2,\ldots,n_d,m_2,\ldots,m_d} + \hat{N}^{[j_1/m_1]}_{n_2,\ldots,n_d,m_2,\ldots,m_d},
\]

(3.20) \[
\operatorname{rank}(\hat{R}^{[j_1/m_1]}_{n_2,\ldots,n_d,m_2,\ldots,m_d}) \leq s_2 n_2 \cdots s_d n_d \sum_{k=2}^{d} \frac{m_k}{n_k},
\]

\[
\|\hat{N}^{[j_1/m_1]}_{n_2,\ldots,n_d,m_2,\ldots,m_d} \| \leq \sum_{k=2}^{d} \omega_\nu \left( \frac{1}{m_k} + \frac{m_k}{n_k} \right).
\]

Hence, by (3.17) and (3.18),

\[
\begin{align*}
\Gamma^T_{n,s} D_{n,s}(a) \Gamma_{n,s} &- LT^m_{n,s}(a, I_{N(s)}) \\
= \Gamma^T_{n,s} \left[ \begin{array}{c} \text{diag} \\ j_1=1,\ldots,m_1 \\ \vdots \\ j_1=(j_1-1)s_1 \lfloor n_1/m_1 \rfloor + 1,\ldots,j_1 s_1 \lfloor n_1/m_1 \rfloor \\ \end{array} \right] \left[ \begin{array}{c} D_{n_2,\ldots,n_d,s_2,\ldots,s_d}(a(x^{(n_1)}_{i_1,s_1},\cdot)) \\ \vdots \\ D_{n_2,\ldots,n_d,s_2,\ldots,s_d}(a(x^{(n_1)}_{i_1,s_1},\cdot)) \\ \end{array} \right] \\
- \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d} LT^{m_2,\ldots,m_d}_{n_2,\ldots,n_d,s_2,\ldots,s_d} \left( a \left( \frac{j_1}{m_1},\cdot \right), I_{s_2,\ldots,s_d} \right) \Gamma^T_{n_2,\ldots,n_d,s_2,\ldots,s_d} \\
\oplus \text{diag} \\
\begin{array}{c} \text{diag} \\ i_1=m_1 s_1 \lfloor n_1/m_1 \rfloor + 1,\ldots,m_1 s_1 \\ \vdots \\ \end{array} \left[ \begin{array}{c} D_{n_2,\ldots,n_d,s_2,\ldots,s_d}(a(x^{(n_1)}_{i_1,s_1},\cdot)) \\ \vdots \\ D_{n_2,\ldots,n_d,s_2,\ldots,s_d}(a(x^{(n_1)}_{i_1,s_1},\cdot)) \\ \end{array} \right] \Gamma_{n,s}
\end{align*}
\]
where

\[ R_{n,m} = \Gamma_{n,s}^T \left[ \begin{array}{cc} \text{diag} & \text{diag} \\ j_1=1,\ldots,m_1 & j_1=(j_1-1)s_1 \end{array} \right] \begin{array}{c} \hat{N}_{n_1/m_1} \\ \hat{N}_{n_2/m_2} \end{array} + \begin{array}{c} D_{n_2/m_2} \cdots D_{n_d/m_d} \\ D_{n_1/m_1} \end{array} \begin{array}{c} (x_{i_1,s_1}^{(n_1)}, \ldots, x_{i_d,s_d}^{(n_1)}) \end{array} \Gamma_{n,s} \]

and (3.16) is proved.

By (3.20), (2.7), and (2.8), we have

\[
\begin{align*}
\text{rank}(R_{n,m}) & \leq s_1 m_1 \frac{n_1}{m_1} s_2 n_2 \cdots s_d n_d \sum_{k=2}^d m_k \frac{n_k}{n_k} + s_1 (n_1 \mod m_1) s_2 n_2 \cdots s_d n_d \\
& \leq s_1 n_1 s_2 n_2 \cdots s_d n_d \sum_{k=2}^d \frac{m_k}{n_k} + s_1 m_1 s_2 n_2 \cdots s_d n_d = N(s \mathbf{n}) \sum_{k=1}^d \frac{m_k}{n_k},
\end{align*}
\]

and (3.16) is proved.

**Step 2.** Let \( a : [0, 1]^d \to \mathbb{C} \) be any Riemann-integrable function. Take any sequence of continuous functions \( a_m : [0, 1]^d \to \mathbb{C} \) such that \( a_m \to a \) in \( L^1([0, 1]^d) \). By Step 1, we have \( \{D_n(a_m I_N(a))\}_n \xrightarrow{a.c.s.} \{D_n(a I_N(a))\}_n \) as \( k \to \infty \), i.e., for every \( m \) and every \( k \in \mathbb{N}^d \) there is \( n_{m,k} \) such that, for \( n \geq n_{m,k} \),

\[
D_n(a_m I_N(a)) = LT_{n,s}^k(a_m I_N(a)) + R_{n,m,k} + N_{n,m,k},
\]

where \( \lim_{k \to \infty} c(m, k) = \lim_{k \to \infty} \omega(m, k) = 0 \). Moreover, we have \( \{D_n(a_m I_N(a))\}_n \xrightarrow{a.c.s.} \{D_n(a I_N(a))\}_n \). Indeed,

\[
\|D_n(a I_N(a)) - D_n(a_m I_N(a))\|_1 = N(s) \sum_{j=1}^n \left| a \left( \frac{j}{n} \right) - a_m \left( \frac{j}{n} \right) \right| = \varepsilon(m, n) N(n),
\]

where

\[
\varepsilon(m, n) = \frac{N(s) \sum_{j=1}^n \left| a \left( \frac{j}{n} \right) - a_m \left( \frac{j}{n} \right) \right|}{N(n)}.
\]
By the Riemann-integrability of \(|a - a_m|\) and the fact that \(a_m \to a\) in \(L^1([0, 1]^d)\), the quantity \(\varepsilon(m, n)\) satisfies

\[
\lim_{m \to \infty} \lim_{n \to \infty} \varepsilon(m, n) = |N(s)| \lim_{m \to \infty} \int_{[0, 1]^d} |a(x) - a_m(x)| \, dx = \lim_{m \to \infty} |N(s)| \|a - a_m\|_{L^1} = 0.
\]

By Theorem 2.39, this implies that \(\{D_n(a_m I_N(s))\}_n \xrightarrow{a.c.s.} \{D_n(a I_N(s))\}_n\). Thus, for every \(m\) there exists \(n_m\) such that, for \(n \geq n_m\),

\[
D_n(a I_N(s)) = D_n(a_m I_N(s)) + R_{n,m} + N_{n,m},
\]

\[
\text{rank}(R_{n,m}) \leq c(m) N(n), \quad \|N_{n,m}\| \leq \omega(m),
\]

where \(\lim_{m \to \infty} c(m) = \lim_{m \to \infty} \omega(m) = 0\). It follows that, for every \(m\), every \(k \in \mathbb{N}^d\), and every \(n \geq \max(n_m, n_m(m,k))\),

\[
D_n(a I_N(s)) = LT_{n,s}^k(a, I_N(s)) + \left[LT_{n,s}^k(a_m, I_N(s)) - LT_{n,s}^k(a, I_N(s))\right] + (R_{n,m} + R_{n,m,k}) + (N_{n,m} + N_{n,m,k}),
\]

\[
\text{rank}(R_{n,m} + R_{n,m,k}) \leq (c(m) + c(m,k)) N(n), \quad \|N_{n,m} + N_{n,m,k}\| \leq \omega(m) + \omega(m,k),
\]

\[
\|LT_{n,s}^k(a_m, I_N(s)) - LT_{n,s}^k(a, I_N(s))\| \leq \frac{N(s_m)}{N(k)} \sum_{j=1}^k |a_{m,\frac{j}{k}} - a_{m,\frac{j}{k}}| = \varepsilon(m, k) N(n),
\]

where the last inequality follows from (3.7)–(3.9) and \(\varepsilon(m, k)\) is defined as in (3.21) with “\(n\)” replaced by “\(k\)”. Let \(\{m(k)\}_{k \in \mathbb{N}^d}\) be a family of indices such that \(m(k) \to \infty\) as \(k \to \infty\) and

\[
\lim_{k \to \infty} \varepsilon(m(k), k) = \lim_{k \to \infty} c(m(k), k) = \lim_{k \to \infty} \omega(m(k), k) = 0.
\]

Such a family exists by Lemma 3.13 (apply the lemma with \(x(m, k) = \varepsilon(m, k) + c(m, k) + \omega(m, k)\)). Then, for every \(k \in \mathbb{N}^d\) and every \(n \geq \max(n_{m(k)}, n_{m(k),k})\),

\[
D_n(a I_N(s)) = LT_{n,s}^k(a, I_N(s)) + \left[LT_{n,s}^k(a_m, I_N(s)) - LT_{n,s}^k(a, I_N(s))\right] + (R_{n,m} + R_{n,m,k}) + (N_{n,m} + N_{n,m,k}),
\]

\[
\text{rank}(R_{n,m} + R_{n,m,k}) \leq (c(m(k)) + c(m(k),k)) N(n), \quad \|N_{n,m} + N_{n,m,k}\| \leq \omega(m(k)) + \omega(m(k), k),
\]

\[
\|LT_{n,s}^k(a_m, I_N(s)) - LT_{n,s}^k(a, I_N(s))\| \leq \varepsilon(m(k), k) N(n).
\]

By Lemma 3.12, we can decompose \(LT_{n,s}^k(a_m, I_N(s)) - LT_{n,s}^k(a, I_N(s))\) as the sum of a small-rank term \(R_{n,m}\), with rank bounded by \(\sqrt{\varepsilon(m(k), k)} N(n)\), plus a small-norm term \(N_{n,m}\), with norm bounded by \(\sqrt{\varepsilon(m(k), k)}\). This shows that \(\{LT_{n,s}^k(a, I_N(s))\}_n \xrightarrow{a.c.s.} \{D_n(a I_N(s))\}_n\) as \(k \to \infty\), hence \(\{D_n(a I_N(s))\}_n \simLT a(\mathbf{x}) I_N(s)\).
that it holds if \( f \) is an arbitrary \( d \)-variate matrix-valued trigonometric polynomial. Finally, by using an approximation argument, we prove the theorem under the sole assumption that
\( f \in L^1(\mathbb{R}^d) \).

Step I. We show by induction on \( h \) that if \( f \) is a separable \( d \)-variate matrix-valued trigonometric polynomial of the form \( f = f_1 \otimes \cdots \otimes f_d \), with \( f_j \) a univariate \( s_j \times s_j \) matrix-valued trigonometric polynomial of degree \( q_j \), then

\[
\tag{3.22}
T_n(f) = LT_{n,s}^m(1,f) + R_{n,m}, \quad \text{rank}(R_{n,m}) \leq N(s\cdot n^{d/m}) \sum_{i=1}^{d} \frac{(2q_i + 1)m_i}{n_i}.
\]

Once this is done, the convergence \( \{LT_{n,s}^m(1,f)\}_n \xrightarrow{\text{a.s.}} \{T_n(f)\}_n \) (and hence the relation \( \{T_n(f)\}_n \sim_{LT} f(\theta) \)) follows immediately from Definition 2.40 (take \( n_m \) such that \( n \geq m^2 \), for \( n \geq n_m \), and take \( c(m) = \sum_{i=1}^{d} \frac{2q_i + 1}{m_i} \) and \( \omega(m) = 0 \).

In the case \( d = 1 \), we have \( s = (s), m = (m) \), and \( n = n(n) = (d_n) \) for some sequence of numbers \( \{d_n\}_n \) such that \( d_n \to \infty \) as \( n \to \infty \). In this case, equation (3.22) reduces to

\[
\tag{3.23}
T_{d_n}(f) = LT_{d_n,s}^m(1,f) + R_{d_n,m}, \quad \text{rank}(R_{d_n,m}) \leq s(2q + 1)m,
\]

where \( q \) is the degree of \( f \). This is nothing else than equation (3.17) from [8] with \( d_n \) in place of \( n \), and it was already proved in [8]. In the case \( d > 1 \), let \( f = f_1 \otimes \cdots \otimes f_d \) with \( f_j \) a univariate \( s_j \times s_j \) matrix-valued trigonometric polynomial of degree \( q_j \). By induction hypothesis,

\[
\begin{align*}
&LT_{n_2,\ldots,n_d,2,\ldots,2}^m(1,f_2 \otimes \cdots \otimes f_d) = T_{n_2,\ldots,n_d}(f_2 \otimes \cdots \otimes f_d) - R_{n_2,\ldots,n_d,m_2,\ldots,m_d}, \\
&\text{rank}(R_{n_2,\ldots,n_d,m_2,\ldots,m_d}) \leq s_2 n_2 \cdots s_d n_d \sum_{i=2}^{d} \frac{(2q_i + 1)m_i}{n_i}.
\end{align*}
\]

From the definition of \( LT_{n,s}^m(1,f) \) and the properties of tensor products and direct sums, we obtain

\[
\begin{align*}
&LT_{n,s}^m(1,f) \\
&= \Gamma_{n,s} \bigg[ \text{diag} \bigg[ T_{n_1/m_1}(f_1) \\ \otimes \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d} \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d}^T \bigg] \bigg] \\
&\quad \oplus O_{s_2(n_2 \mod m_2)} s_2 n_2 \cdots s_d n_d \Gamma_{n,s} \\
&= \Gamma_{n,s}^T \bigg[ \text{diag} \bigg[ T_{n_1/m_1}(f_1) \\ \otimes \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d} [T_{n_2,\ldots,n_d}(f_2 \otimes \cdots \otimes f_d) - R_{n_2,\ldots,n_d,m_2,\ldots,m_d}] \bigg] \\
&\quad \oplus O_{s_2(n_2 \mod m_2)} s_2 n_2 \cdots s_d n_d \Gamma_{n,s} \\
&= \Gamma_{n,s}^T \bigg[ \text{diag} \bigg[ T_{n_1/m_1}(f_1) \oplus O_{s_1(n_1 \mod m_1)} \\ \otimes \Gamma_{n_2,\ldots,n_d,s_2,\ldots,s_d} [T_{n_2,\ldots,n_d}(f_2 \otimes \cdots \otimes f_d) - R_{n_2,\ldots,n_d,m_2,\ldots,m_d}] \bigg] \bigg] \\
&\quad \oplus O_{s_1(n_1 \mod m_1)} s_1 n_1 \cdots s_d n_d \Gamma_{n,s}.
\end{align*}
\]
where 

\[ \tilde{R}_{n,m} = LT_{n,1}^{m_1}(1, f_1) \otimes R_{n_2, \ldots, n_d, m_2, \ldots, m_d} \]

satisfies

\[ \text{rank}(\tilde{R}_{n,m}) \leq N(ns) \sum_{i=2}^{d} \frac{(2q_i + 1)m_i}{n_i}. \]

Using (3.23) with \( d_\theta = n_1(n) = n_1 \), we can decompose \( LT_{n_1}^{m_1}(1, f_1) \) into the sum of \( T_{n_1}(f_1) \) plus a small-rank matrix \( -R_{n_1,m_1} \), whose rank is bounded by \( s_1(2q_1 + 1)m_1 \). Invoking Lemma 2.45, we obtain

\[
LT_{n,1}^{m_1}(1, f) = \Gamma_{n,1}^{T_1}(I_{n_1} \otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}) \left[ (T_{n_1}(f_1) - R_{n_1,m_1}) \otimes T_{n_2, \ldots, n_d}(f_2 \otimes \cdots \otimes f_d) - \tilde{R}_{n,m} \right]
\]

\[
\times (I_{n_1} \otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}) \Gamma_{n,m}
\]

\[
= \Gamma_{n,1}^{T_1}(I_{n_1} \otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}) \left[ T_{n_1}(f_1) \otimes T_{n_2, \ldots, n_d}(f_2 \otimes \cdots \otimes f_d) - \tilde{R}_{n,m} \right] \Gamma_{n,s}
\]

\[
= R_{n,m} = \Gamma_{n,1}^{T_1}(I_{n_1} \otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}) \left[ -R_{n_1,m_1} \otimes T_{n_2, \ldots, n_d}(f_2 \otimes \cdots \otimes f_d) \right. - \tilde{R}_{n,m} \left. \right] (I_{n_1} \otimes \Gamma_{n_2, \ldots, n_d, s_2, \ldots, s_d}) \Gamma_{n,s}
\]

satisfies

\[
\text{rank}(R_{n,m}) \leq s_1(2q_1 + 1)m_1s_2n_2 \cdots s_dn_d + N(ns) \sum_{i=2}^{d} \frac{(2q_i + 1)m_i}{n_i}
\]

\[
= N(ns) \sum_{i=1}^{d} \frac{(2q_i + 1)m_i}{n_i}.
\]

This completes the proof of (3.22).

**Step 2.** Let \( f \) be any \( d \)-variate \( N(s) \times N(s) \) matrix-valued trigonometric polynomial. By definition, \( f \) is a finite linear combination of the \( d \)-variate Fourier frequencies \( e^{ij \theta}, j \in \mathbb{Z}^d \),
and so we can write \( f(\theta) = \sum_{j=-q}^{q} f_j e^{ij \theta} \) for some \( f_j \in \mathbb{C}^{N(s) \times N(s)} \). Hence,

\[
f(\theta) = \sum_{j=-q}^{q} f_j e^{ij \theta} = \sum_{j=-q}^{q} \sum_{k=1}^{s} e^{ij \theta} (f_j)_{\ell,k} E_{\ell,k}^{(s)}
\]

\[
= \sum_{j=-q}^{q} \sum_{k=1}^{s} (f_j)_{\ell,k} (e^{ij \theta_1} E_{\ell_1,k_1}^{(s_1)}) \otimes \ldots \otimes (e^{ij \theta_d} E_{\ell_d,k_d}^{(s_d)}).
\]

By linearity,

\[
T_n(f) = \sum_{j=-q}^{q} \sum_{k=1}^{s} (f_j)_{\ell,k} T_n((e^{ij \theta_1} E_{\ell_1,k_1}^{(s_1)}) \otimes \ldots \otimes (e^{ij \theta_d} E_{\ell_d,k_d}^{(s_d)})�\
\]

\[
LT_{m,n}(1, f) = \sum_{j=-q}^{q} \sum_{k=1}^{s} (f_j)_{\ell,k} LT_{m,n}(1, (e^{ij \theta_1} E_{\ell_1,k_1}^{(s_1)}) \otimes \ldots \otimes (e^{ij \theta_d} E_{\ell_d,k_d}^{(s_d)})�\
\]

The thesis now follows from Step 1 and Remark 2.42.

**Step 3.** Let \( f \in L^1([-\pi, \pi]^d, N(s)) \). Since the set of \( d \)-variate \( N(s) \times N(s) \) matrix-valued trigonometric polynomials is dense in \( L^1([-\pi, \pi]^d, N(s)) \) (see, e.g., [40, Lemma 2.2]), there is a sequence of \( d \)-variate \( N(s) \times N(s) \) matrix-valued trigonometric polynomials \( f_m : [-\pi, \pi]^d \to \mathbb{C}^{N(s) \times N(s)} \) such that \( f_m \to f \) in \( L^1([-\pi, \pi]^d, N(s)) \). By Step 2, \( \{T_n(f_m)\} \xrightarrow{LT} T_m(\theta) \). Hence, \( \{LT_{m,n}(1, f_m)\} \xrightarrow{a.e.} \{T_n(f_m)\} \) as \( k \to \infty \), i.e., for every \( m \) and every \( k \in \mathbb{N}^d \) there is \( n_{m,k} \) such that, for \( n \geq n_{m,k} \),

\[
T_n(f_m) = LT_{m,n}(1, f_m) + R_{n,m,k} + N_{n,m,k},
\]

\[
\text{rank}(R_{n,m,k}) \leq c(m,k)N(n), \quad \|N_{n,m,k}\| \leq \omega(m,k),
\]

where \( \lim_{k \to \infty} c(m,k) = \lim_{k \to \infty} \omega(m,k) = 0 \). Moreover, by Theorem 2.44,

\[
\|T_n(f) - T_n(f_m)\|_1 = \|T_n(f - f_m)\|_1 \leq N(n)\|f - f_m\|_{L^1},
\]

and so \( \{T_n(f_m)\} \xrightarrow{a.e.} \{T_n(f)\} \) by Theorem 2.39. Thus, for every \( m \) there exists \( n_m \) such that, for \( n \geq n_m \),

\[
T_n(f) = T_n(f_m) + R_{n,m} + N_{n,m},
\]

\[
\text{rank}(R_{n,m}) \leq c(m)N(n), \quad \|N_{n,m}\| \leq \omega(m),
\]

where \( \lim_{m \to \infty} c(m) = \lim_{m \to \infty} \omega(m) = 0 \). It follows that, for every \( m \), every \( k \in \mathbb{N}^d \), and every \( n \geq \max(n_m, n_{m,k}) \),

\[
T_n(f) = LT_{m,n}^k(1,f) + [LT_{m,n}^k(1,f_m) - LT_{m,n}^k(1,f)]
\]

\[
+ (R_{n,m} + R_{n,m,k}) + (N_{n,m} + N_{n,m,k}),
\]

\[
\text{rank}(R_{n,m} + R_{n,m,k}) \leq c(m) + c(m,k)N(n),
\]

\[
\|N_{n,m} + N_{n,m,k}\| \leq \omega(m) + \omega(m,k),
\]

\[
\|LT_{m,n}^k(1,f_m) - LT_{m,n}^k(1,f)\|_1 = \|LT_{m,n}^k(1,f_m - f)\|_1 \leq N(n)\|f_m - f\|_{L^1},
\]

where the last inequality follows from (3.9). Let \( \{m(k)\} \) be a family of indices such that \( m(k) \to \infty \) as \( k \to \infty \) and

\[
\lim_{k \to \infty} c(m(k),k) = \lim_{k \to \infty} \omega(m(k),k) = 0.
\]
Such a family exists by Lemma 3.13 (apply the lemma with \(x(m, k) = c(m, k) + \omega(m, k)\)). Then, for every \(k \in \mathbb{N}^d\) and every \(n \geq \max(n(m(k), n(m(k), k)), k\),

\[
T_n(f) = LT_{n,a}(1, f) + \left[LT_{n,a}(1, f_{m(k)}) - LT_{n,a}(1, f)\right] + \left(R_{n,m(k)} + R_{n,m(k), k}\right) + \left(N_{n,m(k)} + N_{n,m(k), k}\right),
\]

\[
\text{rank}(R_{n,m(k)} + R_{n,m(k), k}) \leq (c(m(k)) + \omega(m(k), k))N(n),
\]

\[
\|N_{n,m(k)} + N_{n,m(k), k}\| \leq \omega(m(k)) + \omega(m(k), k),
\]

\[
\|LT_{n,a}(1, f_{m(k)}) - LT_{n,a}(1, f)\|_1 \leq N(n)\|f_{m(k)} - f\|_{L^1}.
\]

By Lemma 3.12, we can decompose \(LT_{n,a}(1, f_{m(k)}) - LT_{n,a}(1, f)\) as the sum of a small-rank term \(R_{n,k}\), with rank bounded by \(\sqrt{\|f_{m(k)} - f\|_{L^1}}\), plus a small-norm term \(N_{n,k}\), with norm bounded by \(\sqrt{\|f_{m(k)} - f\|_{L^1}}\). This shows that \(\{LT_{n,a}(1, f)\}_n \xrightarrow{a.s.} \{T_n(f)\}_n\) as \(k \to \infty\), hence \(\{T_n(f)\}_n \sim_{LT} f(\theta)\). \(\square\)

### 3.4. Singular value and spectral distribution of sums of products of multilevel block LT sequences

The main results of this section are Theorems 3.17 and 3.18. In order to prove them, we shall need the following lemma.

**Lemma 3.16.** If \(\{A_n\}_n \sim_{LT} a(x)f(\theta)\), then \(\{A_n\}_n \sim_{\sigma} a(x)f(\theta)\) and \(\{A_n\}_n\) is s.u.

**Proof.** We have:

- \(\{LT_{n,a}(a, f)\}_n \xrightarrow{a.s.} \{A_n\}_n\) by definition of multilevel block LT sequences;
- \(\{LT_{n,a}(a, f)\}_n \sim_{\sigma} a_m(x)f(\theta)\) with \(a_m(x) = \sum_{k=1}^{m} a\left(\frac{k}{m}\right)\chi\left[\frac{k-1}{m}, \frac{k}{m}\right](x)\) by Proposition 3.9;
- \(a_m(x)f(\theta) \to a(x)f(\theta)\) a.e. (and hence also in measure) as \(m \to \infty\) by Lemma 2.10 because \(a(x)\) is Riemann-integrable.

We conclude that \(\{A_n\}_n \sim_{\sigma} a(x)f(\theta)\) by Theorem 2.34 and Remark 2.41, and so \(\{A_n\}_n\) is s.u. by Proposition 2.22.

**Theorem 3.17.** If \(\{A_n^{(i,j)}\}_n \sim_{LT} a^{(i,j)}(x)f^{(i,j)}(\theta),\) for \(i = 1, \ldots, p\) and \(j = 1, \ldots, q_i,\) then

\[
\left\{\sum_{i=1}^{p} \prod_{j=1}^{q_i} A_n^{(i,j)}\right\}_n \sim_{\sigma} \sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(x)f^{(i,j)}(\theta).
\]

**Proof.** Let

\[
A_n = \sum_{i=1}^{p} \prod_{j=1}^{q_i} A_n^{(i,j)}, \quad A_{n,m} = \sum_{i=1}^{p} \prod_{j=1}^{q_i} LT_{n,a}(a^{(i,j)}, f^{(i,j)}),
\]

\[
\kappa(x, \theta) = \sum_{i=1}^{p} \prod_{j=1}^{q_i} a^{(i,j)}(x)f^{(i,j)}(\theta), \quad \kappa_m(x, \theta) = \sum_{i=1}^{p} \prod_{j=1}^{q_i} a_m^{(i,j)}(x)f^{(i,j)}(\theta),
\]

where

\[
a_m^{(i,j)}(x) = \sum_{k=1}^{m} a^{(i,j)}\left(\frac{k}{m}\right)\chi\left[\frac{k-1}{m}, \frac{k}{m}\right](x).
\]

Since \(\{LT_{n,a}(a^{(i,j)}, f^{(i,j)})\}_n \xrightarrow{a.s.} \{A_n^{(i,j)}\}_n\) by definition of multilevel block LT sequences, we have:
We conclude that \( \{A_n\}_n \sim_{\mathcal{LT}} \{A_n\}_n \) by Lemma 3.16, Proposition 2.21, and Remark 2.42;
• \( \{A_n\}_n \sim_{\mathcal{LT}} \kappa_m(x, \theta) \) by Theorem 3.7;
• \( \kappa_m(x, \theta) \rightarrow \kappa(x, \theta) \) a.e. (and hence also in measure) as \( m \rightarrow \infty \) by Lemma 2.10 because each \( a(i,j) \) is Riemann-integrable.

We conclude that \( \{A_n\}_n \sim_{\mathcal{LT}} \kappa(x, \theta) \) by Theorem 2.34 and Remark 2.41.

**Theorem 3.18.** If \( \{A_n^{(i,j)}\}_n \sim_{\mathcal{LT}} a(i,j)(x)f(i,j)(\theta) \), for \( i = 1, \ldots, p \) and \( j = 1, \ldots, q_i \), then

\[
\left\{ \frac{\Re\left(\sum_{i=1}^p \prod_{j=1}^{q_i} a_n^{(i,j)}(x)f_n^{(i,j)}(\theta)\right)}{n} \right\} \sim_{\lambda} \frac{\Re\left(\sum_{i=1}^p \prod_{j=1}^{q_i} a^{(i,j)}(x)f^{(i,j)}(\theta)\right)}{\lambda}.
\]

**Proof.** The proof is essentially the same as the proof of Theorem 3.17. Define the matrices \( A_{n_i} \) and the functions \( \kappa(x, \theta), \kappa_m(x, \theta) \) as in the proof of Theorem 3.17. Since \( \{\Re(A_{n_i})\}_n \sim_{\mathcal{LT}} \{\Re(A_n)\}_n \) by Lemma 3.16, Proposition 2.21, and Remark 2.42;
• \( \{\Re(A_{n_i})\}_n \sim_{\mathcal{LT}} \Re(\kappa_m(x, \theta)) \) by Theorem 3.8;
• \( \kappa_m(x, \theta) \rightarrow \kappa(x, \theta) \) a.e. (and hence also in measure) as \( m \rightarrow \infty \) by Lemma 2.10 because each \( a(i,j) \) is Riemann-integrable.

We conclude that \( \{\Re(A_n)\}_n \sim_{\lambda} \Re(\kappa(x, \theta)) \) by Theorem 3.25 and Remark 2.41.

**3.5. Algebraic properties of multilevel block LT sequences.** Proposition 3.19 collects the most elementary algebraic properties of multilevel block LT sequences, which follow from Definition 3.10, the properties of the multilevel block LT operator (see (3.6)–(3.8)), and Remark 2.42.

**Proposition 3.19.** The following properties hold.
• If \( \{A_n\}_n \sim_{\mathcal{LT}} a(x)f(\theta) \), then \( \{A_n^*\}_n \sim_{\mathcal{LT}} a(x)^*f(\theta)^* \) and \( \{\alpha A_n\}_n \sim_{\mathcal{LT}} \alpha a(x)f(\theta) \) for all \( \alpha \in \mathbb{C} \).
• If \( \{A_n(i)\}_n \sim_{\mathcal{LT}} a_i(x)f_i(\theta), \) \( i = 1, \ldots, r \), then \( \{\sum_{i=1}^r A_n(i)\}_n \sim_{\mathcal{LT}} \sum_{i=1}^r a_i(x)f_i(\theta) \).
• If \( \{A_n(i)\}_n \sim_{\mathcal{LT}} a(x)f(\theta), \) \( i = 1, \ldots, r \), then \( \{\sum_{i=1}^r A_n(i)\}_n \sim_{\mathcal{LT}} \sum_{i=1}^r a_i(x)f(\theta) \).

In Theorem 3.20, we show, under mild assumptions, that the product of multilevel block LT sequences is again a multilevel block LT sequence with symbol given by the product of the symbols.

**Theorem 3.20.** Suppose that \( \{A_n\}_n \sim_{\mathcal{LT}} a(x)f(\theta) \) and \( \{A_n\}_n \sim_{\mathcal{LT}} \tilde{a}(x)f(\theta) \), where \( f \in L^p([−\pi, \pi]^d, N(s)), \tilde{f} \in L^q([−\pi, \pi]^d, N(s)) \), and \( 1 \leq p, q \leq \infty \) are conjugate exponents. Then

\[
\{A_n\}_n \sim_{\mathcal{LT}} a(x)\tilde{a}(x)f(\theta)\tilde{f}(\theta) = \{\hat{A}_n\}_n.
\]

**Proof.** By Lemma 3.16, every multilevel block LT sequence is s.u., so in particular \( \{A_n\}_n \) and \( \{\hat{A}_n\}_n \) are s.u. Since, by definition of multilevel block LT sequences,

\[
\{LT_n^m(a, f)\}_n \sim_{\mathcal{LT}} \{A_n\}_n \text{ as } m \rightarrow \infty,
\]

Remark 2.42 yields

\[
\{LT_n^m(a, f)\}_n \sim_{\mathcal{LT}} \{\hat{A}_n\}_n \text{ as } m \rightarrow \infty.
\]

Using Proposition 3.6, especially (3.11), we obtain

\[
\{LT_n^m(a\tilde{a}, \tilde{f})\}_n \sim_{\mathcal{LT}} \{A_n\}_n \text{ as } m \rightarrow \infty.
\]
hence \( \{ A_n \tilde{A}_n \}_n \simLT a(x)\hat{a}(x)f(\theta)\hat{f}(\theta) \).

As a consequence of Theorems 3.14, 3.15, and 3.20, we immediately obtain the following result.

**Theorem 3.21.** If \( s \in \mathbb{N}^d, a : [0, 1]^d \to \mathbb{C} \) is Riemann-integrable, and \( f \in L^1([\pi, \pi]^d, N(s)) \), then we have \( \{ \Gamma_T a I_n \Gamma_n, T_n(f) \}_n = \{ D_n(a I_n(s))T_n(f) \}_n \simLT a(x)f(\theta) \) for every sequence \( \{ n = n(n) \}_n \subseteq \mathbb{N}^d \) such that \( n \to \infty \) as \( n \to \infty \).

### 3.6. Characterizations and simplified definition of multilevel block LT sequences.

Theorem 3.21 shows that, for any \( a, f \) as in Definition 3.10, there always exists a \( d \)-level \( s \)-block LT sequence \( \{ A_n \}_n \simLT a(x)f(\theta) \). Indeed, it suffices to take \( A_n = D_n(a I_n(s))T_n(f) \).

**Theorem 3.22.** Let \( \{ A_n \}_n \) be a \( d \)-level \( N(s) \)-block matrix-sequence, let \( a : [0, 1]^d \to \mathbb{C} \) be a Riemann-integrable function, and let \( f \in L^1([\pi, \pi]^d, N(s)) \). The following conditions are equivalent.

1. \( \{ A_n \}_n \simLT a(x)f(\theta) \).
2. For all sequences \( \{ a_m \}_m, \{ f_m \}_m \), \( \{ A^{(m)}_n \}_n \) such that
   - \( a_m : [0, 1]^d \to \mathbb{C} \) is Riemann-integrable and \( f_m \in L^1([\pi, \pi]^d, N(s)) \),
   - \( a_m(x)f_m(\theta) \to a(x)f(\theta) \) in measure,
   - \( \{ A^{(m)}_n \}_n \simLT a_m(x)f_m(\theta) \),
   - we have \( \{ A^{(m)}_n \}_n \overset{a.c.s.}{\to} \{ A_n \}_n \).
3. There exist sequences \( \{ a_m \}_m, \{ f_m \}_m \) such that
   - \( a_m : [0, 1]^d \to \mathbb{C} \) is continuous, \( \| a_m \|_\infty \leq \| a \|_L^\infty \) for all \( m \), and \( a_m \to a \) a.e.,
   - \( f_m : [-\pi, \pi]^d \to \mathbb{C}^{N(s) \times N(s)} \) is a matrix-valued trigonometric polynomial with \( \| (f_m)_{\alpha \beta} \|_\infty \leq \text{ess sup}_{[-\pi, \pi]^d} |f_{\alpha \beta}| \) for all \( m \) and all \( \alpha, \beta = 1, \ldots, s \), and \( f_m \to f \) a.e. and in \( L^1([-\pi, \pi]^d, N(s)) \),
   - \( \{ D_n(a_m I_N(s))T_n(f_m) \}_n \overset{a.c.s.}{\to} \{ A_n \}_n \).
4. There exist sequences \( \{ a_m \}_m, \{ f_m \}_m \), \( \{ A^{(m)}_n \}_n \) such that
   - \( a_m : [0, 1]^d \to \mathbb{C} \) is Riemann-integrable and \( f_m \in L^1([-\pi, \pi]^d, N(s)) \),
   - \( a_m(x)f_m(\theta) \to a(x)f(\theta) \) in measure,
   - \( \{ A^{(m)}_n \}_n \simLT a_m(x)f_m(\theta) \) and \( \{ A^{(m)}_n \}_n \overset{a.c.s.}{\to} \{ A_n \}_n \).
5. \( \{ D_n(a I_N(s))T_n(f) \}_n \overset{a.c.s.}{\to} \{ A_n \}_n \).
6. \( A_n = D_n(a I_N(s))T_n(f) + Z_n \) for every \( n \), where \( \{ Z_n \}_n \) is zero-distributed.

**Proof.** (1 \( \implies \) 2) Suppose that \( \{ A_n \}_n \simLT a(x)f(\theta) \), and let \( \{ a_m \}_m, \{ f_m \}_m \), \( \{ A^{(m)}_n \}_n \) be sequences with the properties specified in item 2. By Theorems 2.33 and 3.17, we have

\[
d_{a.c.s.}(\{ A^{(m)}_n \}_n, \{ A_n \}_n) = p_{a.c.s.}(\{ A^{(m)}_n - A_n \}_n) = p_{\text{measure}}(a_m(x)f_m(\theta) - a(x)f(\theta)) = d_{\text{measure}}(a_m(x)f_m(\theta), a(x)f(\theta)),
\]

which tends to 0 as \( m \to \infty \) because \( a_m(x)f_m(\theta) \to a(x)f(\theta) \) in measure.

(2 \( \implies \) 3) Since any Riemann-integrable function is bounded by definition, we have \( a \in L^\infty([0, 1]^d) \). Hence, by [40, Theorem 2.2], there exists a sequence of continuous functions \( a_m : [0, 1]^d \to \mathbb{C} \) such that \( \| a_m \|_\infty \leq \| a \|_L^\infty \) for all \( m \) and \( a_m \to a \) a.e. The
sequence \( \{a_m\}_m \) satisfies the properties in item 3. Note also that \( a_m \to a \) in \( L^1([0, 1]^d) \) by the dominated convergence theorem.

Since \( f \in L^1([-\pi, \pi]^d, N(s)) \), by [41, Lemma 2.3] there exists a sequence of matrix-valued trigonometric polynomials \( f_m : [-\pi, \pi]^d \to \mathbb{C}^{N(s) \times N(s)} \) which satisfy the estimate \( \| f_m \| _{\alpha, \beta} \leq \varepsilon \) for all \( m \) and all \( \alpha, \beta = 1, \ldots, N(s) \), and \( f_m \to f \) a.e. and in \( L^1([-\pi, \pi]^d, N(s)) \). The sequence \( \{f_m\}_m \) satisfies the properties in item 3.

Since \( a_m(x) f_m(\theta) \to a(x) f(\theta) \) in \( L^1([0, 1]^d \times [-\pi, \pi]^d, N(s)) \) (and hence also in measure), item 2 and Theorem 3.21 imply that \( D_n(a_m I_N(s)) T_n(f_m)_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n \), and the proof is complete.

\((3 \Rightarrow 4)\) Simply note that, under the assumptions in item 3, \( a_m(x) f_m(\theta) \to a(x) f(\theta) \) in measure, and \( D_n(a_m I_N(s)) T_n(f_m)_n \sim_{\text{LT}} a_m(x) f_m(\theta) \) by Theorem 3.21.

\((4 \Rightarrow 1)\) Let \( \{B_n\}_n \sim_{\text{LT}} a(x) f(\theta) \). We can take, e.g., \( B_n = D_n(a I_N(s)) T_n(f) \) thanks to Theorem 3.21. By Theorems 2.33 and 3.17, we have

\[
d_{\text{a.c.s.}}(\{A_n^{(m)}\}_n, \{B_n\}_n) = p_{\text{a.c.s.}}(\{A_n^{(m)} - B_n\}_n)
= p_{\text{measure}}(a_m(x) f_m(\theta) - a(x) f(\theta))
= d_{\text{measure}}(a_m(x) f_m(\theta), a(x) f(\theta)),
\]

which tends to 0 as \( m \to \infty \) because \( a_m(x) f_m(\theta) \to a(x) f(\theta) \) in measure. Thus, \( \{A_n^{(m)}\}_n \xrightarrow{\text{a.c.s.}} \{B_n\}_n \), and since \( \{A_n^{(m)}\}_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n \) by assumption, we conclude that \( d_{\text{a.c.s.}}(\{A_n\}_n, \{B_n\}_n) = 0 \). Considering that \( \{LT_{n,s}^m(a, f)\}_n \xrightarrow{\text{a.c.s.}} \{B_n\}_n \), we obtain \( \{LT_{n,s}^m(a, f)\}_n \xrightarrow{\text{a.c.s.}} \{A_n\}_n \), i.e., \( \{A_n\}_n \sim_{\text{LT}} a(x) f(\theta) \).

\((5 \iff 6)\) Item 5 is equivalent to \( d_{\text{a.c.s.}}(\{A_n\}_n, \{D_n(a I_N(s)) T_n(f)\}_n) = 0 \), which, by Theorem 2.32, is equivalent to \( \{A_n - D_n(a I_N(s)) T_n(f)\}_n \sim_{\alpha} 0 \).

\((2 \Rightarrow 5)\) Obvious (take \( a_m = a, f_m = f \) and \( A_n^{(m)} = D_n(a I_N(s)) T_n(f) \)).

\((5 \Rightarrow 4)\) Obvious (take \( a_m = a, f_m = f \) and \( A_n^{(m)} = D_n(a I_N(s)) T_n(f) \)). \( \square \)

**Remark 3.23.** Suppose that \( r, s \in \mathbb{N}^d \) are such that \( N(r) = N(s) \), and let \( \{A_n\}_n \) be a \( d \)-level \( s \)-block LT sequence with symbol \( a(x) f(\theta) \). Then, \( \{A_n\}_n \) is also a \( d \)-level \( r \)-block LT sequence with symbol \( a(x) f(\theta) \). Indeed, by Theorem 2.32, there exists a zero-distributed sequence \( \{Z_n\}_n \) such that

\[
A_n = D_n(a I_N(s)) T_n(f) + Z_n = D_n(a I_N(r)) T_n(f) + Z_n,
\]

and so \( \{A_n\}_n \) is a \( d \)-level \( r \)-block LT sequence with symbol \( a(x) f(\theta) \). This remark shows that the notion of \( d \)-level \( s \)-block LT sequences depends on \( N(s) \) but not on \( s \). In other words, the set of \( d \)-level \( s \)-block LT sequences coincides with the set of \( d \)-level \( s \)-block LT sequences whenever \( N(s) = N(r) \). We can therefore give a simplified definition of multilevel block LT sequences.

**Definition 3.24 (Multilevel block locally Toeplitz sequence).** Let \( \{A_n\}_n \) be a \( d \)-level \( s \)-block matrix-sequence, let \( a : [0, 1]^d \to \mathbb{C} \) be Riemann-integrable, and \( f \in L^1([-\pi, \pi]^d, s) \). We say that \( \{A_n\}_n \) is a \( d \)-level \( s \)-block locally Toeplitz (LT) sequence with symbol \( a(x) f(\theta) \), and we write \( \{A_n\}_n \sim_{\text{LT}} a(x) f(\theta) \), if \( \{A_n - D_n(a I_s) T_n(f)\}_n \) is zero-distributed.

A \( d \)-level \( s \)-block LT sequence in the sense of Definition 3.10 is a \( d \)-level \( N(s) \)-block LT sequence in the sense of Definition 3.24. Vice versa, a \( d \)-level \( s \)-block LT sequence in the sense of Definition 3.24 is a \( d \)-level \( s \)-block LT sequence in the sense of Definition 3.10 for all \( s \in \mathbb{N}^d \) such that \( N(s) = s \). From now on, unless specified otherwise, whenever we write a relation such as \( \{A_n\}_n \sim_{\text{LT}} a(x) f(\theta) \), it is understood that \( \{A_n\}_n \) is a \( d \)-level \( s \)-block LT sequence as in Definition 3.24, so in particular \( a : [0, 1]^d \to \mathbb{C} \) is Riemann-integrable and \( f \in L^1([-\pi, \pi]^d, s) \).
4. Multilevel block generalized locally Toeplitz sequences. In this chapter we develop the theory of multilevel block GLT sequences, by correcting/extending the results in \[8, 46\] and \[63, \text{Section 3.3}\].

4.1. Equivalent definitions of multilevel block GLT sequences. Multilevel block GLT sequences can be defined in several different ways. We begin with what we may call the “classical definition”.

DEFINITION 4.1 (Multilevel block generalized locally Toeplitz sequences). Let \(\{A_n\}_n\) be a \(d\)-level \(s\)-block matrix-sequence, and let \(\kappa : [0, 1]^d \times [-\pi, \pi]^d \to \mathbb{C}^{s \times s}\) be measurable. We say that \(\{A_n\}_n\) is a \((d\text{-level} s\text{-block})\) generalized locally Toeplitz (GLT) sequence with symbol \(\kappa\), and we write \(\{A_n\}_n \sim_{\text{GLT}} \kappa\), if the following condition is met.

For every \(m \in \mathbb{N}\) there exists a finite number of \(d\)-level \(s\)-block LT sequences \(\{A_n^{(i,j)}\}_n \sim_{\text{LT}} \psi^{(i,j)}(x) \theta^{(i,j)}(\theta)\), \(i = 1, \ldots, N_m\), \(j = 1, \ldots, M_{m,s}\), such that:

\[\sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,s}} a_n^{(i,j)}(x) f_n^{(i,j)}(\theta) \to \kappa(x, \theta) \text{ in measure};\]

\[\{\sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,s}} A_n^{(i,j)}\}_n \xrightarrow{s\text{-a.c.s.}} \{A_n\}_n.\]

In what follows, unless specified otherwise, whenever we write a relation such as \(\{A_n\}_n \sim_{\text{GLT}} \kappa\), it is understood that \(\{A_n\}_n\) is a \(d\)-level \(s\)-block GLT sequence as in Definition 4.1, so in particular \(\kappa : [0, 1]^d \times [-\pi, \pi]^d \to \mathbb{C}^{s \times s}\) is measurable.

REMARK 4.2. It is clear that any sum of products of \(d\)-level \(s\)-block LT sequences is a \(d\)-level \(s\)-block GLT sequence. More precisely, if \(\{A_n^{(i,j)}\}_n \sim_{\text{LT}} a^{(i,j)}(x) f^{(i,j)}(\theta)\), for \(i = 1, \ldots, q\) and \(j = 1, \ldots, q_i\), then

\[\left\{\sum_{j=1}^{q_i} \prod_{j=1}^{q_i} A_n^{(i,j)}\right\}_n \sim_{\text{GLT}} \sum_{i=1}^{q_i} \prod_{j=1}^{q_i} a^{(i,j)}(x) f^{(i,j)}(\theta).\]

REMARK 4.3. If \(a : [0, 1]^d \to \mathbb{C}^{s \times s}\), then

\[D_n(a) = \sum_{i,j=1}^{s} D_n(a_{ij} E^{(s)}_{ij}) = \sum_{i,j=1}^{s} D_n(a_{ij} I_s) T_n(E^{(s)}_{ij}).\]

Hence, by Remark 4.2 and Theorem 3.21 (applied with any \(s \in \mathbb{N}^d\) such that \(N(s) = s\)), if \(a\) is Riemann-integrable, then

\[\{D_n(a)\}_n \sim_{\text{GLT}} \sum_{i,j=1}^{s} a_{ij}(x) E^{(s)}_{ij} = a(x).\]

REMARK 4.4. Let \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) and \(\{B_n\}_n \sim_{\text{GLT}} \xi\). Then, \(\{A_n\}_n \sim_{\text{GLT}} \kappa^*\) and \(\{\alpha A_n + \beta B_n\}_n \sim_{\text{GLT}} \alpha \kappa + \beta \xi\) for all \(\alpha, \beta \in \mathbb{C}\). This follows immediately from Definition 4.1, Proposition 3.19, and Theorem 2.37.

In the remainder of this section, we present another equivalent definition of multilevel block GLT sequences, which is illuminating for many purposes. Fix a sequence \(\{n = n(n)\}_n \subseteq \mathbb{N}^d\) such that \(n \to \infty\) as \(n \to \infty\), and set

\[\mathcal{E}^{(s)} = \{\{A_n\}_n : A_n \in \mathbb{C}^{N(n) \times n},\]\n
\[\mathcal{M}^{(s)}_d = \{\kappa : [0, 1]^d \times [-\pi, \pi]^d \to \mathbb{C}^{s \times s} : \kappa \text{ is measurable}\},\]

\[\mathcal{E}^{(s)} \times \mathcal{M}^{(s)}_d = \{(\{A_n\}_n, \kappa) : \{A_n\}_n \in \mathcal{E}^{(s)}, \kappa \in \mathcal{M}_d^{(s)}\}.\]

We make the following observations.
• $\mathcal{E}(s)$ is a *-algebra with respect to the natural pointwise operations (i.e., $\{A_n\}_n = \{A_n^*\}_n$, $\alpha\{A_n\}_n + \beta\{B_n\}_n = \{\alpha A_n + \beta B_n\}_n$, $\{A_n\}_n\{B_n\}_n = \{A_n B_n\}_n$), and it is also a pseudometric space with respect to the pseudometric $d_{\text{a.c.s.}}$, inducing the a.c.s. topology $\tau_{\text{a.c.s.}}$.

• $\mathcal{M}_d(s)$ is a *-algebra with respect to the natural pointwise operations, and it is also a pseudometric space with respect to the pseudometric $d_{\text{measure}}$ inducing the topology $\tau_{\text{measure}}$ of convergence in measure.

• $\mathcal{E}(s) \times \mathcal{M}_d(s)$ is a *-algebra with respect to the natural pointwise operations (that is, $(\{A_n\}_n, \kappa) = ((\{A_n^*\}_n, \kappa^*), \alpha((\{A_n\}_n, \kappa) + \beta((\{B_n\}_n, \kappa)) = ((\{A_n \alpha A_n + \beta B_n\}_n, \alpha \kappa + \beta \xi), (\{A_n\}_n, \kappa))((\{B_n\}_n, \xi) = ((\{A_n B_n\}_n, \kappa \xi))$, and it is also a pseudometric space with respect to the product pseudometric $d_{\text{a.c.s.}} \times d_{\text{measure}}$.

Let $\mathcal{A}_d(s)$ be the *-subalgebra of $\mathcal{E}(s) \times \mathcal{M}_d(s)$ generated by the set of “d-level s-block LT pairs”

$$L_d(s) = \{(\{A_n\}_n, a(x)f(\theta)) \in \mathcal{E}(s) \times \mathcal{M}_d(s) : \{A_n\}_n \sim_{\text{LT}} a(x)f(\theta)\}.$$

Using Proposition 3.19, it is not difficult to see that

$$\mathcal{A}_d(s) = \left\{ \left( \sum_{i=1}^p \prod_{j=1}^{q_i} A_n^{(i,j)}(x), \sum_{i=1}^p \prod_{j=1}^{q_i} a^{(i,j)}(x)f^{(i,j)}(\theta) \right) : p, q_1, \ldots, q_p \in \mathbb{N}, \{A_n^{(i,j)}\}_n \sim_{\text{LT}} a^{(i,j)}(x)f^{(i,j)}(\theta) \text{ for all } i, j \right\}.$$

We can now reformulate Definition 4.1 as follows.

**Definition 4.5 (Multilevel block generalized locally Toeplitz sequence).** Let $\{A_n\}_n$ be a d-level s-block matrix-sequence, and let $\kappa : [0, 1]^d \times [-\pi, \pi]^d \to \mathbb{C}^{s \times s}$ be measurable. We say that $\{A_n\}_n$ is a (d-level s-block) generalized locally Toeplitz (GLT) sequence with symbol $\kappa$, and we write $\{A_n\}_n \sim_{\text{GLT}} \kappa$ if the pair $(\{A_n\}_n, \kappa)$ belongs to the closure of $\mathcal{A}_d(s)$ in $(\mathcal{E}(s) \times \mathcal{M}_d(s), d_{\text{a.c.s.}} \times d_{\text{measure}})$. In other words, the set of “d-level s-block GLT pairs”

$$(4.1) \quad \mathcal{G}_d(s) = \{(\{A_n\}_n, \kappa) \in \mathcal{E}(s) \times \mathcal{M}_d(s) : \{A_n\}_n \sim_{\text{GLT}} \kappa\}$$

is defined as the closure of $\mathcal{A}_d(s)$ in $(\mathcal{E}(s) \times \mathcal{M}_d(s), d_{\text{a.c.s.}} \times d_{\text{measure}})$.

In the light of this algebraic-topological definition of multilevel block GLT sequences, the following theorem is obvious.

**Theorem 4.6.** Let $\{A_n\}_n$ be a d-level s-block matrix-sequence, and let $\kappa : [0, 1]^d \times [-\pi, \pi]^d \to \mathbb{C}^{s \times s}$ be measurable. Suppose that:

1. $\{B_{m,n}\}_n \sim_{\text{GLT}} \kappa_m$ for every $m$;
2. $\{B_{m,n}\}_n \sim_{d_{\text{a.c.s.}}} \{A_n\}_n$;
3. $\kappa_m \to \kappa$ in measure.

Then $\{A_n\}_n \sim_{\text{GLT}} \kappa$.

**4.2. Singular value and spectral distribution of multilevel block GLT sequences.** In this section we prove the main singular value and eigenvalue distribution results for multilevel block GLT sequences.

**Theorem 4.7.** If $\{A_n\}_n \sim_{\text{GLT}} \kappa$, then $\{A_n\}_n \sim_{\text{S}} \kappa$.

**Proof.** By definition, for every $m \in \mathbb{N}$ there exist multilevel block LT sequences $\{A_{m,n}\}_n \sim_{\text{LT}} a_{m,n}(x)f_{m,n}(\theta)$, $i = 1, \ldots, N_m$, $j = 1, \ldots, M_{m,i}$, such that
• \( \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} a_{m,i}^{(i,j)}(x) f_m^{(i,j)}(\theta) \rightarrow \kappa(x, \theta) \) in measure,

• \( \{ \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} A_{n,m,i}^{(i,j)} \}_{n} \xrightarrow{a.c.s.} \{ A_n \}_{n} \).

Moreover, by Theorem 3.17,

• \( \{ \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} A_{n,m,i}^{(i,j)} \}_{n} \xrightarrow{a.c.s.} \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} a_{m,i}^{(i,j)}(x) f_m^{(i,j)}(\theta) \).

We conclude that \( \{ A_n \}_{n} \sim_\kappa \kappa \) by Theorem 2.34.

**Remark 4.8.** Any multilevel block GLT sequence \( \{ A_n \}_{n} \) is s.u. This follows from Theorem 4.7 and Proposition 2.22.

Using Theorem 4.7 we now show that the symbol of a multilevel block GLT sequence is essentially unique and that the symbol of a multilevel block GLT sequence formed by Hermitian matrices is Hermitian a.e.

**Proposition 4.9.** If \( \{ A_n \}_{n} \sim_{\text{GLT}} \kappa \) and \( \{ A_n \}_{n} \sim_{\text{GLT}} \xi \), then \( \kappa = \xi \) a.e.

**Proof.** By Remark 4.4 we have \( \{ O(N(n)) \}_{n} = \{ A_n - A_n \}_{n} \sim_{\text{GLT}} \kappa - \xi \). Hence, by Theorem 4.7, we also have \( \{ O(N(n)) \}_{n} \sim_{\kappa - \xi} \kappa - \xi \), i.e.,

\[
F(0) = \frac{1}{(2\pi)^d} \int_{[-\pi,\pi]^d} \int_{[0,1]^d} \sum_{j=1}^{N(s)} F(\sigma_j(\kappa(x, \theta) - \xi(x, \theta))) N(s) \, dx d\theta, \quad \forall F \in C_c(\mathbb{R}).
\]

We conclude that \( \kappa - \xi = \theta \) a.e. by Remark 2.9.

**Proposition 4.10.** If \( \{ A_n \}_{n} \sim_{\text{GLT}} \kappa \) and the \( A_n \) are Hermitian, then \( \kappa \) is Hermitian a.e.

**Proof.** Since the \( A_n \) are Hermitian, by Remark 4.4 we have \( \{ A_n \}_{n} \sim_{\text{GLT}} \kappa \) and \( \{ A_n \}_{n} \sim_{\text{GLT}} \kappa^* \). Thus, by Proposition 4.9, \( \kappa = \kappa^* \) a.e.

**Theorem 4.11.** If \( \{ A_n \}_{n} \sim_{\text{GLT}} \kappa \) and the \( A_n \) are Hermitian, then \( \{ A_n \}_{n} \sim_{\lambda} \kappa \).

**Proof.** By definition, for every \( m \in \mathbb{N} \) there exist multilevel block LT sequences \( \{ A_{n,m,i} \}_{n} \sim_{\text{LT}} a_{m,i}^{(i,j)}(x) f_m^{(i,j)}(\theta), i = 1, \ldots, N_m, j = 1, \ldots, M_{m,i} \), such that

• \( \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} a_{m,i}^{(i,j)}(x) f_m^{(i,j)}(\theta) \rightarrow \kappa(x, \theta) \) in measure,

• \( \{ \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} A_{n,m,i}^{(i,j)} \}_{n} \xrightarrow{a.c.s.} \{ A_n \}_{n} \).

Thus:

• \( \{ \mathcal{R} \{ \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} A_{n,m,i}^{(i,j)} \} \}_{n} \xrightarrow{a.c.s.} \mathcal{R} \{ A_n \}_{n} \) by Theorem 2.37;

• \( \mathcal{R} \{ \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} A_{n,m,i}^{(i,j)} \} \}_{n} \sim_{\lambda} \mathcal{R} \{ \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} a_{m,i}^{(i,j)}(x) f_m^{(i,j)}(\theta) \} \) by Theorem 3.18;

• \( \mathcal{R} \{ \sum_{i=1}^{N_m} \prod_{j=1}^{M_{m,i}} a_{m,i}^{(i,j)}(x) f_m^{(i,j)}(\theta) \} \rightarrow \mathcal{R}(\kappa(x, \theta)) \) in measure.

We conclude that \( \mathcal{R} \{ A_n \}_{n} \sim_{\lambda} \mathcal{R}(\kappa) \) by Theorem 2.35. Since the matrices \( A_n \) are Hermitian, we have \( \mathcal{R}(A_n) = A_n \) and \( \mathcal{R}(\kappa) = \kappa \) a.e. by Proposition 4.10. Hence, the spectral distribution \( \{ \mathcal{R}(A_n) \}_{n} \sim_{\lambda} \mathcal{R}(\kappa) \) yields \( \{ A_n \}_{n} \sim_{\lambda} \kappa \).

We end this section with a spectral distribution result for (compressions of) multilevel block GLT sequences formed by perturbed Hermitian matrices.

**Theorem 4.12.** Let \( \{ A_n \}_{n} \sim_{\text{GLT}} \kappa \) and \( A_n = X_n + Y_n \). Assume that

1. every \( X_n \) is Hermitian,
2. \( \| Y_n \|_2 = o(\sqrt{N(n)}) \).

Then \( \{ P_n^* A_n P_n \}_{n} \sim_{\sigma,\kappa} \kappa \) for every sequence \( \{ P_n \}_{n} \) such that \( P_n \in \mathbb{C}^{N(n) \times N(n)} \), \( P_n^* P_n = I_{N(n)} \), \( \delta_n \leq N(n) \), and \( \delta_n/(N(n)) \rightarrow 1 \). In particular, \( \{ A_n \}_{n} \sim_{\sigma,\kappa} \kappa \) (take \( P_n = I_{N(n)} \)).

**Proof.** \( \{ Y_n \}_{n} \) is zero-distributed by Theorem 2.18, so \( \{ Y_n \}_{n} \sim_{\text{GLT}} O_1 \) by Theorem 3.11 (applied with any \( s \in \mathbb{N}^d \) such that \( N(s) = s \)). Since \( X_n = A_n - Y_n \) and the matrices \( X_n \) are Hermitian, we have \( \{ X_n \}_{n} \sim_{\text{GLT}} \kappa \) by Remark 4.4 and \( \{ X_n \}_{n} \sim_{\sigma,\kappa} \kappa \) by Theorems 4.7 and 4.11. Consider the decomposition

\[
P_n^* A_n P_n = P_n^* X_n P_n + P_n^* Y_n P_n.
\]
Let $\hat{P}_n = [P_n \mid O]$ be the $N(n)s \times N(n)s$ matrix obtained from $P_n$ by adding zeros, and observe that $\hat{P}_n^* B \hat{P}_n = P_n^* B P_n + O_{N(n)s-\delta_n}$ for all $B \in \mathbb{C}^{N(n)s \times N(n)s}$. We have:

- $\{P_n^* X_n P_n\}_{n} \sim_{\sigma, \kappa}$ by Theorem 2.30;
- $\|P_n^* Y_n P_n\|_2 = \|P_n^* Y_n P_n\|_2 \leq \|P_n^*\| \|Y_n\|_2 \|\hat{P}_n\| = \|Y_n\|_2 o(\sqrt{N(n)}) = o(\sqrt{\delta_n})$, where the inequality follows from (2.6), while the second equality follows from the fact that the nonzero singular values of $\hat{P}_n$ and $P_n^*$ are all equal to 1 due to the relation $P_n^* \hat{P}_n = P_n^* P_n + O_{N(n)s-\delta_n} = I_{\delta_n} + O_{N(n)s-\delta_n}$. In particular, $\{P_n^* Y_n P_n\}_{n}$ is zero-distributed by Theorem 2.18.

We conclude that $d_{\text{a.c.s.}}(\{P_n^* X_n P_n\}_{n}, \{P_n^* A_n P_n\}_{n}) = 0$, the singular value distribution $\{P_n^* A_n P_n\}_{n} \sim_{\sigma} \kappa$ follows from Remark 2.36, and the spectral distribution $\{P_n^* A_n P_n\}_{n} \sim_{\lambda} \kappa$ follows from Theorem 2.28.

As shown in this section, the theory of multilevel block GLT sequences allows one to compute the spectral distribution of a given multilevel block GLT sequence $\{A_n\}_n$ in the case where $A_n$ is either a Hermitian matrix or a (small) perturbation of a Hermitian matrix. Similar results can be formulated in the case where $A_n$ is either a normal matrix or a (small) perturbation of a normal matrix. For the case of purely non-normal matrices, the main spectral distribution results obtained so far are [30, Theorems 9 and 10], which are based on the previous works [29, 32] and, especially, on Tilli’s pioneering paper [68].

### 4.3. Multilevel block GLT sequences and matrix-valued measurable functions

We prove in this section that every $s \times s$ matrix-valued measurable function $\kappa : [0, 1]^d \times [-\pi, \pi]^d \rightarrow \mathbb{C}^{s \times s}$ is the symbol of a suitable $d$-level $s$-block GLT sequence $\{A_n\}_n$. In combination with results already proved before, this will allow us to show that the map associating with each $d$-level $s$-block GLT sequence $\{A_n\}_n$ its symbol $\kappa$ is an isometry with respect to $d_{\text{a.c.s.}}$ on the space $\mathcal{M}_d(s)$ of $d$-level $s$-block GLT sequences and $d_{\text{measure}}$ on the space $\mathcal{M}_d(s)$ of $s \times s$ matrix-valued measurable functions defined on $[0, 1]^d$.

**Lemma 4.13.** Let $\{n = n(n)\}_n \subseteq \mathbb{N}^d$ be a sequence of $d$-indices such that $n \rightarrow \infty$ as $n \rightarrow \infty$, and let $\kappa : [0, 1]^d \times [-\pi, \pi]^d \rightarrow \mathbb{C}^{s \times s}$ be any measurable function. Then there exists a sequence of $d$-level $s$-block GLT pairs $\{A_{n,m}\}_n, \kappa_{n,m}$ such that $\kappa_{n,m} \rightarrow \kappa$ in measure.

**Proof.** By [41, Lemma 2.4], for every $\alpha, \beta = 1, \ldots, s$ there exists a sequence of measurable functions $\kappa_{m,\alpha\beta} : [0, 1]^d \times [-\pi, \pi]^d \rightarrow \mathbb{C}$ such that $\kappa_{m,\alpha\beta}$ is of the form

$$
\kappa_{m,\alpha\beta}(x, \theta) = \sum_{j = -N_m}^{N_m} a_{j, m, \alpha\beta}(x) e^{ij \theta},
$$

with $N_m \in \mathbb{N}^d$ and $a_{j, m, \alpha\beta} : [0, 1]^d \rightarrow \mathbb{C}$ belonging to $C^\infty([0, 1]^d)$, and $\kappa_{m,\alpha\beta} \rightarrow \kappa_{\alpha\beta}$ a.e. Take

$$
\kappa_{m}(x, \theta) = [\kappa_{m,\alpha\beta}(x, \theta)]_{\alpha, \beta = 1}^s = \sum_{\alpha, \beta = 1}^s \kappa_{m,\alpha\beta}(x, \theta) E_{\alpha\beta}^{(s)}
$$

$$
= \sum_{\alpha, \beta = 1}^s \sum_{j = -N_m}^{N_m} a_{j, m, \alpha\beta}(x) e^{ij \theta} E_{\alpha\beta}^{(s)},
$$

$$
A_{n,m} = \sum_{\alpha, \beta = 1}^s \sum_{j = -N_m}^{N_m} D_n(a_{j, m, \alpha\beta} I_s) T_n(e^{ij \theta} E_{\alpha\beta}^{(s)}).
$$
Clearly, \( \kappa_n \to \kappa \) a.e. and hence also in measure. Moreover, \( \{ A_{n,m} \}_n \sim_{\text{GLT}} \kappa_m \) by Theorem 3.21 and Remark 4.4.

**Theorem 4.14.** Let \( \{ n = n(n) \}_n \subseteq \mathbb{N}^d \) be a sequence of \( d \)-indices such that \( n \to \infty \) as \( n \to \infty \), and let \( \kappa : [0,1]^d \times [-\pi, \pi]^d \to \mathbb{C}^{s \times s} \) be any measurable function. Then there exists a \( d \)-level \( s \)-block GLT sequence \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \).

**Proof.** By Lemma 4.13, there exist \( d \)-level \( s \)-block GLT sequences \( \{ A_{n,m} \}_n \sim_{\text{GLT}} \kappa_m \) such that \( \kappa_m \to \kappa \) in measure. Since \( \{ \kappa_m \}_m \) converges in measure, it is a Cauchy sequence with respect to the pseudometric \( d_{\text{measure}} \) inducing the convergence in measure. It follows that \( \{ \{ A_{n,m} \}_m \}_n \) is a Cauchy sequence with respect to the pseudometric \( d_{\text{a.c.s.}} \) inducing the a.c.s. convergence because for each pair of indices \( m, m' \), \( \{ A_{n,m} - A_{n,m'} \}_n \sim_{\text{GLT}} \kappa_m - \kappa_m' \) by Remark 4.4, \( \{ A_{n,m} - A_{n,m'} \}_n \sim_{\sigma} \kappa_m - \kappa_m' \) by Theorem 4.7, and

\[
d_{\text{a.c.s.}}(\{ A_{n,m} \}_n, \{ A_{n,m'} \}_n) = p_{\text{a.c.s.}}(\{ A_{n,m} - A_{n,m'} \}_n) = p_{\text{measure}}(\kappa_m - \kappa_m') = d_{\text{measure}}(\kappa_m, \kappa_m')
\]

by Theorem 2.33. Since \( d_{\text{a.c.s.}} \) is complete on the space \( G(s) \) of \( d \)-level \( s \)-block matrix-sequences corresponding to the sequence of \( d \)-indices \( \{ n = n(n) \}_n \subseteq \mathbb{N}^d \) (by Theorem 2.32), we infer that \( \{ A_{n,m} \}_n \sim_{\text{a.c.s.}} \{ A_n \}_n \) for some \( d \)-level \( s \)-block matrix-sequence \( \{ A_n \}_n \). We conclude that \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \) by Theorem 4.6.

**Remark 4.15** (Isometry between \( d \)-level \( s \)-block GLT sequences and \( s \times s \) matrix-valued measurable functions). With the notation used in Definition 4.5, suppose we identify two \( d \)-level \( s \)-block matrix-sequences \( \{ A_n \}_n, \{ B_n \}_n \in G(s) \) whenever their difference \( \{ A_n - B_n \}_n \) is zero-distributed and two measurable functions \( \kappa, \xi \in \mathfrak{M}^{(s)}(s) \) whenever their difference \( \kappa - \xi \) equals \( O_s \) a.e. Let \( G(s) \subseteq G(s) \) be the subspace of \( G(s) \) consisting of \( d \)-level \( s \)-block GLT sequences and consider the application \( \mathbb{B} \) from \( G(s) \) to \( \mathfrak{M}^{(s)}(s) \) that associates with each \( \{ A_n \}_n \in G(s) \) its symbol \( \kappa \in \mathfrak{M}^{(s)}(s) \). This application is well-defined by Proposition 4.9. Moreover, if \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \), then \( \{ B_n \}_n \sim_{\text{GLT}} \kappa \) is equivalent to \( \{ A_n - B_n \}_n \sim_{\sigma} 0 \) by Remark 4.4 and Theorems 3.11 and 4.7. This means that, after identification of two \( d \)-level \( s \)-block matrix-sequences \( \{ A_n \}_n, \{ B_n \}_n \) whenever \( \{ A_n - B_n \}_n \sim_{\sigma} 0 \), the application \( \mathbb{B} \) is still well-defined and, moreover, it is injective. By Theorem 4.14, \( \mathbb{B} \) is also surjective. Finally, by Theorems 2.33 and 4.7, given any gauge function \( \phi \), if \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \) and \( \{ B_n \}_n \sim_{\text{GLT}} \xi \), then

\[
d_{\text{a.c.s.}}(\{ A_n \}_n, \{ B_n \}_n) = p_{\text{a.c.s.}}(\{ A_n - B_n \}_n) = p_{\text{measure}}(\kappa - \xi) = d_{\text{measure}}(\kappa, \xi),
\]

which means that \( \mathbb{B} \) is an isometry with respect to \( d_{\text{a.c.s.}} \) on \( G(s) \) and \( d_{\text{measure}} \) on \( \mathfrak{M}^{(s)}(s) \).

**4.4. The multilevel block GLT algebra.** The next theorems are of fundamental importance. In particular, the first one shows that the set of \( d \)-level \( s \)-block GLT pairs \( G^{(s)}(s) \) defined in (4.1) is a \( * \)-subalgebra of \( G^{(s)}(s) \times \mathfrak{M}^{(s)}(s) \).

**Theorem 4.16.** Let \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \) and \( \{ B_n \}_n \sim_{\text{GLT}} \xi \). Then

1. \( \{ A_n* \}_n \sim_{\text{GLT}} \kappa* \);
2. \( \{ \alpha A_n + \beta B_n \}_n \sim_{\text{GLT}} \alpha \kappa + \beta \xi \) for all \( \alpha, \beta \in \mathbb{C} \);
3. \( \{ A_n B_n \}_n \sim_{\text{GLT}} \kappa \xi \).

**Proof.** The first two statements have already been settled before (see Remark 4.4). We prove the third one. By Definition 4.5, there exist \( \{ A_{n,m} \}_n, \{ B_{n,m} \}_n, \{ \xi_m \} \in A^{(s)}_d \) such that \( \{ A_{n,m} \}_n, \{ \kappa_m \} \to \{ A_n \}_n, \kappa \) and \( \{ B_{n,m} \}_n, \{ \xi_m \} \to \{ B_n \}_n, \xi \) in the space \( (G^{(s)}(s) \times \mathfrak{M}^{(s)}(s), \tau_{\text{a.c.s.}} \times \tau_{\text{measure}}) \), i.e.,
\[
\{A_n,m\}_n \xrightarrow{\text{a.s.}} \{A_n\}_n \text{ and } \{B_n,m\}_n \xrightarrow{\text{a.s.}} \{B_n\}_n.
\]

- \(\kappa_m \rightarrow \kappa\) in measure and \(\xi_m \rightarrow \xi\) in measure.

Considering that every multilevel block GLT sequence is s.u. (see Remark 4.8), from Theorem 2.37 and Lemma 2.7 we obtain

\[
\{A_n,mB_n, m\}_n \xrightarrow{\text{a.s.}} \{A_nB_n\}_n,
\]

- \(\kappa_m \xi_m \rightarrow \kappa \xi\) in measure.

Since \((\{A_n,mB_n,m\}_n, \kappa_m \xi_m) \in A_d^{(s)}\), by definition we have \(\{A_nB_n\}_n \sim_{\text{GLT}} \kappa \xi\).

\textbf{THEOREM 4.17.} If \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) and \(\kappa\) is invertible a.e., then \(\{A_n^\dagger\}_n \sim_{\text{GLT}} \kappa^{-1}\).

\textbf{Proof.} Since \(\kappa\) is measurable and invertible a.e., its inverse \(\kappa^{-1}\) is well-defined measurable function. Thus, by Theorem 4.14, there exists a \(d\)-level \(s\)-block GLT sequence \(\{B_n\}_n \sim_{\text{GLT}} \kappa^{-1}\). By Theorem 4.16 we have \(\{B_nA_n - I_{N(n)s}\}_n \sim_{\text{GLT}} \kappa^{-1} \kappa - I_s\), which implies that \(\{B_nA_n - I_{N(n)s}\}_n \sim_{\sigma} 0\) by Theorem 4.7, since \(\kappa^{-1} \kappa - I_s = O_n\) a.e. Hence, \(\{B_nA_n\}_n \xrightarrow{\text{a.s.}} \{I_{N(n)s}\}_n\). Since \(\kappa\) is invertible a.e., \(\{A_n\}_n\) is s.v. by Theorem 4.7 and Proposition 2.27. It follows that \(A_n^\dagger\) is s.v. (see Remark 2.25), and so, by Theorem 2.37, \(\{B_nA_nA_n^\dagger\}_n \xrightarrow{\text{a.s.}} \{A_n^\dagger\}_n\), i.e.,

\[
\{B_nA_nA_n^\dagger - A_n^\dagger\}_n \sim_{\sigma} 0.
\]

Now we observe that, by definition of \(A_n^\dagger\),

\[
A_nA_n^\dagger = I_{N(n)s} + S_n, \quad \text{rank}(S_n) = \#\{i \in \{1, \ldots, N(n)s\} : \sigma_i(A_n) = 0\}.
\]

Considering that \(\{A_n\}_n\) is s.v., we have

\[
\lim_{n \rightarrow \infty} \frac{\text{rank}(S_n)}{N(n)} = 0.
\]

Hence, from (4.2) we obtain

\[
\{B_n + Z_n - A_n^\dagger\}_n \sim_{\sigma} 0,
\]

where \(Z_n = B_nS_n\) is zero-distributed by Theorem 2.18. Thus, \(A_n^\dagger = B_n + Z_n\), and it follows from Theorems 3.11 and 4.16 that \(\{A_n^\dagger\}_n \sim_{\text{GLT}} \kappa^{-1}\).

\textbf{THEOREM 4.18.} If \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) and each \(A_n\) is Hermitian, then \(\{f(A_n)\}_n \sim_{\text{GLT}} f(\kappa)\) for any continuous function \(f : \mathbb{C} \rightarrow \mathbb{C}\).

\textbf{Proof.} Since every \(A_n\) is Hermitian by assumption and \(\kappa\) is Hermitian a.e. by Proposition 4.10, it suffices to prove the theorem for real continuous functions \(f : \mathbb{R} \rightarrow \mathbb{R}\). Indeed, suppose that we have proved the theorem for this kind of functions, and let \(f : \mathbb{C} \rightarrow \mathbb{C}\) be any continuous complex function. Denote by \(\alpha, \beta : \mathbb{R} \rightarrow \mathbb{R}\) the real and imaginary parts of the restriction of \(f\) to \(\mathbb{R}\). Then, \(\alpha, \beta\) are continuous functions such that \(f(x) = \alpha(x) + i\beta(x)\) for all \(x \in \mathbb{R}\), and since the eigenvalues of \(A_n\) are real, we have \(f(A_n) = \alpha(A_n) + i\beta(A_n)\). In view of the relations \(\{\alpha(A_n)\}_n \sim_{\text{GLT}} \alpha(\kappa)\) and \(\{\beta(A_n)\}_n \sim_{\text{GLT}} \beta(\kappa)\), Theorem 4.16 yields \(\{f(A_n)\}_n \sim_{\text{GLT}} f(\kappa)\) because \(\alpha(\kappa) + i\beta(\kappa) = f(\kappa)\) a.e. as \(\kappa\) is Hermitian a.e.

Let \(f : \mathbb{R} \rightarrow \mathbb{R}\) be a real continuous function. For each \(M > 0\), let \(\{p_{m,M}\}_m\) be a sequence of polynomials that converges uniformly to \(f\) over \([-M, M]\):

\[
\lim_{m \rightarrow \infty} \|f - p_{m,M}\|_{\infty, [-M, M]} = 0.
\]

Note that such a sequence exists by the Weierstrass theorem; see, e.g., [58, Theorem 7.26]. By replacing \(p_{m,M}\) with \(p_{m,M} + f(0) - p_{m,M}(0)\) if necessary, we may assume, without loss
of generality, that \( p_{m,M}(0) = f(0) \). Since any multilevel block GLT sequence is s.u. (by Remark 4.8), the sequence \( \{A_n\}_n \) is s.u. Hence, by Remark 2.23, for all \( M > 0 \) there exists \( n_M \) such that, for \( n \geq n_M \),

\[
(4.3) \quad A_n = \hat{A}_{n,M} + \tilde{A}_{n,M}, \quad \text{rank}(\hat{A}_{n,M}) \leq r(M)N(n), \quad \|\hat{A}_{n,M}\| \leq M,
\]

where \( r(M) \to 0 \) as \( M \to \infty \), the matrices \( \hat{A}_{n,M} \) and \( \tilde{A}_{n,M} \) are Hermitian, and for all functions \( g : \mathbb{R} \to \mathbb{R} \) satisfying \( g(0) = 0 \) we have

\[
g(\hat{A}_{n,M} + \tilde{A}_{n,M}) = g(\hat{A}_{n,M}) + g(\tilde{A}_{n,M}).
\]

Taking into account that \( (f - p_{m,M})(0) = 0 \), for every \( M > 0 \), every \( m \) and every \( n \geq n_M \), we can write

\[
f(A_n) = p_{m,M}(A_n) + f(A_n) - p_{m,M}(A_n)
\]

\[
= p_{m,M}(A_n) + (f - p_{m,M})(\hat{A}_{n,M}) + (f - p_{m,M})(\tilde{A}_{n,M})
\]

\[
= p_{m,M}(A_n) + R_{n,M,M} + N_{n,m,M},
\]

where, in view of (4.3), \( R_{n,m,M} = (f - p_{m,M})(\hat{A}_{n,M}) \) and \( N_{n,m,M} = (f - p_{m,M})(\tilde{A}_{n,M}) \) satisfy

\[
\text{rank}(R_{n,m,M}) \leq \text{rank}(\hat{A}_{n,M}) \leq r(M)N(n),
\]

\[
\|N_{n,m,M}\| \leq \|f - p_{m,M}\|_{\infty,[-M,M]}.
\]

Choose a sequence \( \{M_m\}_m \) such that

\[
(4.4) \quad M_m \to \infty, \quad \|f - p_{m,M_m}\|_{\infty,[-M_m,M_m]} \to 0.
\]

Then, for every \( m \) and every \( n \geq n_{M_m} \),

\[
f(A_n) = p_{m,M_m}(A_n) + R_{n,m,M_m} + N_{n,m,M_m},
\]

\[
\text{rank}(R_{n,m,M_m}) \leq r(M_m)N(n),
\]

\[
\|N_{n,m,M_m}\| \leq \|f - p_{m,M_m}\|_{\infty,[-M_m,M_m]},
\]

which implies that

\[
\{p_{m,M_m}(A_n)\}_n \overset{a.e.}{\longrightarrow} \{f(A_n)\}_n.
\]

Moreover, by Theorem 4.16,

\[
\{p_{m,M_m}(A_n)\}_n \sim_{\text{GLT}} p_{m,M_m}(\kappa).
\]

Finally, by (4.4),

\[
\|f(\kappa) - p_{m,M_m}(\kappa)\| = \max_{i=1,\ldots,s} \|(f - p_{m,M_m})(\lambda_i(\kappa))\|
\]

\[
\leq \|f - p_{m,M_m}\|_{\infty,[-\|\kappa\|,\|\kappa\|]} \to 0 \quad \text{a.e.,}
\]

which implies that

\[
p_{m,M_m}(\kappa) \to f(\kappa) \quad \text{a.e.}
\]

All the hypotheses of Theorem 4.6 are then satisfied and \( \{f(A_n)\}_n \sim_{\text{GLT}} f(\kappa) \). \( \Box \)
4.5. Topological density results for multilevel block GLT sequences. Theorem 4.6 admits the following simple but important converse, which will allow us to prove the main result of this section (Theorem 4.20).

THEOREM 4.19. Let \( \{A_n\}_n \sim_{\text{GLT}} \kappa \) and \( \{B_{n,m}\}_n \sim_{\text{GLT}} \kappa_m \) for every \( m \). Then
\[
\{B_{n,m}\}_n \text{ a.c.s.} \Rightarrow \{A_n\}_n \iff \kappa_m \rightarrow \kappa \text{ in measure.}
\]

Proof. By Remark 4.15,
\[
d_{\text{a.c.s.}}(\{A_n\}_n, \{B_{n,m}\}_n) = d_{\text{measure}}(\kappa, \kappa_m),
\]
and the proof is complete. \( \square \)

THEOREM 4.20. Let \( \{A_n\}_n \sim_{\text{GLT}} \kappa \). Then, for all functions \( a_{i,m}, f_{i,m}, i = 1, \ldots, N_m \), such that
\begin{itemize}
  \item \( a_{i,m} : [0, 1]^d \rightarrow C^{s \times s} \) is Riemann-integrable and \( f_{i,m} \in L^1([-\pi, \pi]^d, s) \),
  \item \( \sum_{i=1}^{N_m} a_{i,m}(x) f_{i,m}(\theta) \rightarrow \kappa(x, \theta) \) in measure,
\end{itemize}
we have \( \{\sum_{i=1}^{N_m} D_n(a_{i,m}) T_n(f_{i,m})\}_n \sim_{\text{a.c.s.}} \{A_n\}_n \). In particular, \( \{A_n\}_n \) admits an a.c.s. of the form
\[
\begin{align*}
\left\{ \left\{ \sum_{\alpha,\beta=1}^{s} \sum_{m=-N_m}^{N_m} D_n(a_{\alpha,\beta,m}^{(s)}) T_n(e^{ij \theta} E_{\alpha,\beta}^{(s)}) \right\}_n \right\}_m \\
= \left\{ \left\{ \sum_{j=-N_m}^{N_m} D_n(a_j^{(m)}) T_n(e^{ij \theta} I_s) \right\}_n \right\}_m,
\end{align*}
\]
where \( N_m \in \mathbb{N}^d \), \( a_{\alpha,\beta,j}^{(m)} : [0, 1]^d \rightarrow C \) belongs to \( C^\infty([0, 1]^d) \),
\[
a_j^{(m)} = \sum_{\alpha,\beta=1}^{s} a_{\alpha,\beta,j}^{(m)} E_{\alpha,\beta}^{(s)} = [a_{\alpha,\beta,j}^{(m)}]_{\alpha,\beta=1},
\]
and
\[
\sum_{\alpha,\beta=1}^{s} \sum_{j=-N_m}^{N_m} a_{\alpha,\beta,j}^{(m)}(x) e^{ij \theta} E_{\alpha,\beta}^{(s)} = \sum_{j=-N_m}^{N_m} a_j^{(m)}(x) e^{ij \theta} \rightarrow \kappa(x, \theta) \text{ a.e.}
\]

Proof. Let \( a_{i,m}, f_{i,m}, i = 1, \ldots, N_m \), be functions with the properties specified in the statement of the theorem. Then
\[
\left\{ \sum_{i=1}^{N_m} D_n(a_{i,m}) T_n(f_{i,m}) \right\}_n \sim_{\text{GLT}} \sum_{i=1}^{N_m} a_{i,m}(x) f_{i,m}(\theta)
\]
by Remark 4.3, Theorem 3.15 (applied with any \( s \in \mathbb{N}^d \) such that \( N(s) = s \)), and Theorem 4.16. Therefore, the convergence
\[
\left\{ \sum_{i=1}^{N_m} D_n(a_{i,m}) T_n(f_{i,m}) \right\}_n \text{ a.c.s.} \Rightarrow \{A_n\}_n
\]
follows from Theorem 4.19 applied with
\[
B_{n,m} = \sum_{i=1}^{N_m} D_n(a_{i,m}) T_n(f_{i,m}), \quad \kappa_m(x, \theta) = \sum_{i=1}^{N_m} a_{i,m}(x) f_{i,m}(\theta).
\]
To obtain for \( \{A_n\}_n \) an a.c.s. of the form (4.5), we use the result of this theorem in combination with [41, Lemma 2.4]. The details are as follows. By [41, Lemma 2.4], for every \( \alpha, \beta = 1, \ldots, s \) there exists a sequence of measurable functions \( \kappa_{m, \alpha \beta} : [0, 1]^d \rightarrow \mathbb{C} \) such that \( \kappa_{m, \alpha \beta} \) is of the form

\[
\kappa_{m, \alpha \beta}(x, \theta) = \sum_{j=1}^{N_m} a_{\alpha \beta, j}^{(m)}(x) e^{ij \theta},
\]

where \( N_m \in \mathbb{N}^d \) and \( a_{\alpha \beta, j}^{(m)} : [0, 1]^d \rightarrow \mathbb{C} \) belonging to \( C^\infty([0, 1]^d) \), and \( \kappa_{m, \alpha \beta} \rightharpoonup \kappa_{\alpha \beta} \) a.e.

Then, \( \sum_{\alpha, \beta=1}^{s} \kappa_{m, \alpha \beta} E_{\alpha \beta}^{(s)} \rightharpoonup \sum_{\alpha, \beta=1}^{s} \kappa_{\alpha \beta} E_{\alpha \beta}^{(s)} = \kappa \) a.e., and so, by the result of this theorem,

\[
\left\{ \sum_{\alpha, \beta=1}^{s} \sum_{j=-N_m}^{N_m} D_n(a_{\alpha \beta, j}^{(m)} I_s) T_n(e^{ij \theta} F_{\alpha \beta}^{(s)}) \right\} \xrightarrow{a.c.s.} \{A_n\}_n. \quad \Box
\]

**Remark 4.21** (Topological density in the space of multilevel block GLT sequences). With the notation introduced in Section 4.1, we recall that the set of \( d \)-level \( s \)-block GLT pairs

\[
\mathcal{G}_d^{(s)} = \{(\{A_n\}_n, \kappa) \in \mathcal{G}^{(s)} \times \mathcal{M}_d^{(s)} : \{A_n\}_n \sim_{\text{GLT}} \kappa\}
\]

is closed in \( (\mathcal{G}^{(s)} \times \mathcal{M}_d^{(s)}, \tau_{\text{a.c.s.}} \times \tau_{\text{measure}}) \) by Definition 4.5. Consider the subset of \( \mathcal{G}_d^{(s)} \) consisting of the \( d \)-level \( s \)-block GLT pairs of the form

\[
\left( \sum_{i=1}^{N} D_n(a_i I_s) T_n(f_i), \sum_{i=1}^{N} a_i(x) f_i(\theta) \right),
\]

where \( a_i : [0, 1]^d \rightarrow \mathbb{C} \) belongs to \( C^\infty([0, 1]^d) \), \( f_i \) is a trigonometric monomial in \( \{e^{ij \theta} E_{\alpha \beta}^{(s)} : j \in \mathbb{Z}^d, 1 \leq \alpha, \beta \leq s\} \) for all \( i = 1, \ldots, N \), and \( N \in \mathbb{N} \). Then, according to Theorem 4.20, this subset is dense in \( \mathcal{G}_d^{(s)} \), i.e., its closure in \( (\mathcal{G}^{(s)} \times \mathcal{M}_d^{(s)}, \tau_{\text{a.c.s.}} \times \tau_{\text{measure}}) \) coincides precisely with \( \mathcal{G}_d^{(s)} \).

**4.6. Characterizations of multilevel block GLT sequences.** The next result is a characterization theorem for multilevel block GLT sequences. All the provided characterizations have already been proved before, but it is anyway useful to collect them in a single statement.

**Theorem 4.22.** Let \( \{A_n\}_n \) be a \( d \)-level \( s \)-block matrix-sequence, and let \( \kappa : [0, 1]^d \rightarrow [-\pi, \pi]^d \rightarrow \mathbb{C}^{\times s} \) be a measurable function. The following conditions are equivalent:

1. \( \{A_n\}_n \sim_{\text{GLT}} \kappa \).
2. For all sequences \( \{\kappa_m\}_m, \{\{B_{n,m}\}_n\}_m \) such that
   - \( \{B_{n,m}\}_n \sim_{\text{GLT}} \kappa_m \) for every \( m \),
   - \( \kappa_m \rightarrow \kappa \) in measure,
   - we have \( \{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n \).
3. There exist functions \( a_{i,m}, f_{i,m}, i = 1, \ldots, N_m \), such that
   - \( a_{i,m} : [0, 1]^d \rightarrow \mathbb{C} \) belongs to \( C^\infty([0, 1]^d) \) and \( f_{i,m} \) is a trigonometric monomial belonging to \( \{e^{ij \theta} E_{\alpha \beta}^{(s)} : j \in \mathbb{Z}^d, 1 \leq \alpha, \beta \leq s\} \),
   - \( \sum_{i=1}^{N_m} a_{i,m}(x) f_{i,m}(\theta) \rightarrow \kappa(x, \theta) \) a.e.,
   - \( \sum_{i=1}^{N_m} D_n(a_{i,m} I_s) T_n(f_{i,m}) \xrightarrow{a.c.s.} \{A_n\}_n \).
4. There exist sequences \( \{\kappa_m\}_m, \{\{B_{n,m}\}_n\}_m \) such that
   - \( \{B_{n,m}\}_n \sim_{\text{GLT}} \kappa_m \) for every \( m \),
\begin{itemize}
  \item $\kappa_m \to \kappa$ in measure,
  \item $\{B_{n,m}\}_n \xrightarrow{a.e.} \{A_n\}_n$.
\end{itemize}

\textbf{Proof.} The implication $1 \implies 2$ follows from Theorem 4.19. The implication $2 \implies 3$ follows from the observation that we can find functions $a_{i,m}, f_{i,m}$, $i = 1, \ldots, N_m$, with the first two properties specified in item 3 (by [41, Lemma 2.4], as we have already seen in the proof of Theorem 4.20), and, moreover, $\{\sum_{i=1}^{N_m} D_n(a_{i,m} I_s) T_n(f_{i,m})\}_n \sim_{GLT} \sum_{i=1}^{N_m} a_{i,m}(x) f_{i,m}(\theta)$ (by Theorems 3.21 and 4.16). The implication $3 \implies 4$ is obvious (it suffices to take $B_{n,m} = \sum_{i=1}^{N_m} D_n(a_{i,m} I_s) T_n(f_{i,m})$ and $\kappa_m(x, \theta) = \sum_{i=1}^{N_m} a_{i,m}(x) f_{i,m}(\theta)$). Finally, the implication $4 \implies 1$ is Theorem 4.6. \hfill \square

\section{Sequences of multilevel block diagonal sampling matrices}

We have encountered in Section 3.3 and Remark 4.3 the three most important examples of multilevel block GLT sequences, i.e., zero-distributed sequences, multilevel block Toeplitz sequences, and sequences of multilevel block diagonal sampling matrices. Concerning the latter kind of sequences, we have proved that $\{D_n(a)\}_n \sim_{GLT} a(x)$ whenever $a : [0, 1]^d \to \mathbb{C}^{s \times s}$ is Riemann-integrable. From a mathematical point of view, however, the GLT relation $\{D_n(a)\}_n \sim_{GLT} a(x)$ makes sense for all measurable functions $a : [0, 1]^d \to \mathbb{C}^{s \times s}$, and it is therefore natural to ask whether we can drop the Riemann-integrability assumption. In Theorem 4.23 we show that the relation $\{D_n(a)\}_n \sim_{GLT} a(x)$ holds for all functions $a : [0, 1]^d \to \mathbb{C}^{s \times s}$ that are continuous a.e. in $[0, 1]^d$. Since a function $a : [0, 1]^d \to \mathbb{C}^{s \times s}$ is Riemann-integrable if and only if $a$ is bounded and continuous a.e. (see Section 2.3.5), Theorem 4.23 is an extension of both Theorem 3.14 and Remark 4.3. More precisely, in Theorem 4.23 we are dropping the boundedness assumption.

\textbf{Theorem 4.23.} If $a : [0, 1]^d \to \mathbb{C}^{s \times s}$ is continuous a.e., then $\{D_n(a)\}_n \sim_{GLT} a(x)$.

\textbf{Proof.} By looking at the decomposition of $D_n(a)$ considered in Remark 4.3, it is immediately clear that, in order to prove the theorem, it is enough to show that

$$\{D_n(a I_s)\}_n \sim_{GLT} a(x) I_s$$

whenever $a : [0, 1]^d \to \mathbb{C}$ is a scalar a.e. continuous function. Moreover, for an arbitrary a.e. continuous function $a : [0, 1]^d \to \mathbb{C}$, we can write $a = \alpha_+ - \alpha_- + i\beta_+ - i\beta_-$, where $\alpha_+, \beta_+ : [0, 1]^d \to \mathbb{R}$ are nonnegative a.e. continuous functions; simply take

$$\alpha_+ = \max(\Re(a), 0), \quad \alpha_- = -\min(\Re(a), 0),$$

$$\beta_+ = \max(\Im(a), 0), \quad \beta_- = -\min(\Im(a), 0).$$

Hence, by Theorem 4.16 and the linearity of $D_n(a I_s)$ with respect to its argument $a$, it suffices to prove the relation $\{D_n(a I_s)\}_n \sim_{GLT} a(x)$ in the case where $a : [0, 1]^d \to \mathbb{R}$ is a nonnegative a.e. continuous function.

Let $a : [0, 1]^d \to [0, \infty)$ be a nonnegative a.e. continuous function. Denote by $a_m$ the truncation of $a$ at level $m$, i.e.,

$$a_m(x) = \begin{cases} 
  a(x), & \text{if } a(x) \leq m, \\
  m, & \text{if } a(x) > m.
\end{cases}$$

Since $a_m$ is bounded and continuous a.e., $a_m$ is Riemann-integrable, hence

$$\{D_n(a_m I_s)\}_n \sim_{GLT} a_m(x) I_s$$

by Theorem 3.14. Moreover, it is clear that $a_m \to a$ pointwise, so

$$a_m \to a \text{ in measure.}$$
We show that
\[ \{D_n(a_m I_s)\}_n \overset{a.c.s.}{\rightarrow} \{D_n(a I_s)\}_n, \]
after which the application of Theorem 4.6 concludes the proof. In order to show that
\[ \{D_n(a_m I_s)\}_n \overset{a.c.s.}{\rightarrow} \{D_n(a I_s)\}_n, \]
we observe that \( D_n(a_m I_s) = D_n(a_m) \otimes I_s \) and that \( D_n(a I_s) = D_n(a) \otimes I_s \). Therefore, since the convergence \( \{D_n(a_m)\}_n \overset{a.c.s.}{\rightarrow} \{D_n(a)\}_n \) was proved in [41, pp. 101–102], it is immediately clear from the definition of a.c.s. and the properties of tensor products that \( \{D_n(a_m I_s)\}_n \overset{a.c.s.}{\rightarrow} \{D_n(a I_s)\}_n. \) 

\[ \]

4.8. Sequences of block matrices with multilevel block GLT blocks. This section is devoted to proving the following theorem, which says that, up to a suitable permutation transformation, a sequence of block matrices with multilevel block GLT blocks is a multilevel block GLT sequence whose symbol is obtained by “putting together” the symbols of each multilevel block GLT block. Recall that \( \Pi_{n,s,r} \) denotes the special permutation matrix (2.3).

**Theorem 4.24.** For \( i, j = 1, \ldots, s \), let \( \{A_{n,i,j}\}_n \) be a \( d \)-level \( r \)-block GLT sequence with symbol \( \kappa_{ij} : [0,1]^d \rightarrow \mathbb{C}^{r\times r} \). Set \( A_n = [A_{n,i,j}]_{i,j=1}^s \) and \( \kappa = [\kappa_{ij}]_{i,j=1}^s \). Then \( \{\Pi_{n,s,r} A_n \Pi_{n,s,r}^T\}_n \) is a \( d \)-level \( r \)-block GLT sequence with symbol \( \kappa \).

**Proof.** The proof consists of the following two steps.

**Step 1.** We first prove the theorem under the additional assumption that \( A_{n,i,j} \) is of the form

\[ A_{n,i,j} = \sum_{\ell=1}^{L_{ij}} D_n(a_{\ell,i,j}) T_n(f_{\ell,i,j}), \]

where \( L_{ij} \in \mathbb{N} \), \( a_{\ell,i,j} : [0,1]^d \rightarrow \mathbb{C}^{r\times r} \) is continuous a.e., and \( f_{\ell,i,j} : [-\pi,\pi]^d \rightarrow \mathbb{C}^{r\times r} \) belongs to \( L^1([-\pi,\pi]^d, r) \). Note that the symbol of \( \{A_{n,i,j}\}_n \)

\[ \kappa_{ij}(x, \theta) = \sum_{\ell=1}^{L_{ij}} a_{\ell,i,j}(x) f_{\ell,i,j}(\theta). \]

By setting \( L = \max_{i,j=1,\ldots,s} L_{ij} \) and adding zero matrices of the form \( D_n(O_r) T_n(O_r) \) in the summation (4.6) whenever \( L_{ij} < L \), we can assume, without loss of generality, that

\[ A_{n,i,j} = \sum_{\ell=1}^L D_n(a_{\ell,i,j}) T_n(f_{\ell,i,j}), \quad \kappa_{ij}(x, \theta) = \sum_{\ell=1}^L a_{\ell,i,j}(x) f_{\ell,i,j}(\theta), \]

with \( L \) independent of \( i, j \). Then,

\[ \Pi_{n,s,r} A_n \Pi_{n,s,r}^T = \sum_{\ell=1}^L \Pi_{n,s,r} \left[ D_n(a_{\ell,i,j}) T_n(f_{\ell,i,j}) \right]_{i,j=1}^s \Pi_{n,s,r}^T. \]

\[ = \sum_{\ell=1}^L \Pi_{n,s,r} \left[ \sum_{i,j=1}^s E_{\ell,i,j}^{(s)} \otimes D_n(a_{\ell,i,j}) T_n(f_{\ell,i,j}) \right] \Pi_{n,s,r}^T. \]

\[ = \sum_{\ell=1}^L \Pi_{n,s,r} \left[ \sum_{i,j=1}^s (E_{\ell,i,j}^{(s)} \otimes D_n(a_{\ell,i,j})) (I_s \otimes T_n(f_{\ell,i,j})) \right] \Pi_{n,s,r}^T. \]

\[ = \sum_{\ell=1}^L \sum_{i,j=1}^s \Pi_{n,s,r} (E_{\ell,i,j}^{(s)} \otimes D_n(a_{\ell,i,j})) \Pi_{n,s,r}^T \Pi_{n,s,r} (I_s \otimes T_n(f_{\ell,i,j})) \Pi_{n,s,r}^T. \]
By Theorems 2.47 and 2.48,

\[
\Pi_{n,s,r}(E_{ij}^{(s)} \otimes D_n(a_{\ell,ij}))\Pi_{n,s,r}^T = D_n(E_{ij}^{(s)} \otimes a_{\ell,ij}),
\]

\[
\Pi_{n,s,r}(I_s \otimes T_n(f_{\ell,ij}))\Pi_{n,s,r}^T = T_n(I_s \otimes f_{\ell,ij}).
\]

It follows that

\[
\Pi_{n,s,r} A_n \Pi_{n,s,r}^T = \sum_{\ell=1}^L \sum_{i,j=1}^s D_n(E_{ij}^{(s)} \otimes a_{\ell,ij})T_n(I_s \otimes f_{\ell,ij}).
\]

Considering that \(E_{ij}^{(s)} \otimes a_{\ell,ij}\) and \(I_s \otimes f_{\ell,ij}\) are \(rs \times rs\) matrix-valued functions, Theorems 3.15, 4.16, and 4.23 imply that \(\{\Pi_{n,s,r} A_n \Pi_{n,s,r}^T\}_n\) is a \(d\)-level \(rs\)-block GLT sequence with symbol

\[
\kappa(x, \theta) = \sum_{\ell=1}^L \sum_{i,j=1}^s E_{ij}^{(s)} \otimes a_{\ell,ij}(x)f_{\ell,ij}(\theta) = [\kappa_{ij}(x, \theta)]_{i,j=1}^s.
\]

**Step 2.** We now prove the theorem in its full generality. Since \(\{A_{n,ij}\}_n\) is a \(d\)-level \(r\)-block GLT sequence with symbol \(\kappa_{ij}\), by Theorem 4.20, there exist functions \(a_{ij}^{(m)}, f_{ij}^{(m)}\) such that

- \(a_{ij}^{(m)} : [0, 1]^d \to \mathbb{C}^{r \times r}\) belongs to \(C^\infty([0, 1]^d)\) and \(f_{ij}^{(m)} : [-\pi, \pi]^d \to \mathbb{C}^{r \times r}\) is a trigonometric polynomial,

- \(\kappa_{ij}^{(m)}(x, \theta) = \sum_{\ell=1}^L a_{ij}^{(m)}(x)f_{ij}^{(m)}(\theta) \to \kappa_{ij}(x, \theta)\) a.e.,

\[
\{A_{n,ij}\} = \{A_{n,ij}^{(m)}\}_{n \to \infty}^{a.c.s.} \to \{A_{n,ij}\}_n.
\]

Set \(A_n^{(m)} = \sum_{i,j=1}^s a_{ij}^{(m)}(x)f_{ij}^{(m)}(\theta)\) and \(\kappa^{(m)}(x, \theta) = \sum_{i,j=1}^s \kappa_{ij}^{(m)}(x, \theta)\). We have

- \(\{\Pi_{n,s,r} A_n^{(m)} \Pi_{n,s,r}^T\}_n \sim_{\text{GLT}} \kappa^{(m)}\) by Step 1;

- \(\kappa^{(m)} \to \kappa\) a.e. (and hence also in measure);

- \(\{\Pi_{n,s,r} A_n^{(m)} \Pi_{n,s,r}^T\}_n \sim_{a.c.s.} \{A_{n,ij}\}_n\) because \(\{A_{n,ij}^{(m)}\}_n \sim_{a.c.s.} \{A_{n,ij}\}_n\) by Theorem 2.38.

We conclude that \(\{\Pi_{n,s,r} A_n \Pi_{n,s,r}^T\}_n \sim_{\text{GLT}} \kappa\) by Theorem 4.6.

**4.9. Further possible definitions of multilevel block GLT sequences.** In this section, we discuss a couple of possible alternative definitions of multilevel block GLT sequences. We will use the same notation as in Definition 4.5.

Fix a sequence \(\{n = n(n)\}_n \subseteq \mathbb{N}^d\) such that \(n \to \infty\) as \(n \to \infty\). By Definition 4.5 and Theorem 4.16, the set of \(d\)-level \(s\)-block GLT pairs

\[
G_d^{(s)} = \{\{A_n\}_n, \kappa : \{A_n\}_n \sim_{\text{GLT}} \kappa \subseteq \mathcal{E}^{(s)} \times \mathfrak{M}_d^{(s)}\}
\]

is a closed \(*\)-subalgebra of \(\mathcal{E}^{(s)} \times \mathfrak{M}_d^{(s)}\). By Theorems 3.11, 3.15, and 4.23, \(G_d^{(s)}\) contains the set

\[
B_d^{(s)} = \{\{T_n(f)\}_n, \kappa(x, \theta) = f(\theta) : f \in L^1([-\pi, \pi]^d, s)\}
\]

\[
\cup \{\{D_n(a)\}_n, \kappa(x, \theta) = a(x) : a : [0, 1]^d \to \mathbb{C}^{s \times s}\ \text{is continuous a.e.}\}
\]

\[
\cup \{\{Z_n\}_n, \kappa(x, \theta) = O_s : \{Z_n\}_n \sim_{\sigma} 0\}.
\]

By the results in Section 4.5, the algebra generated by \(B_d^{(s)}\) is dense in \(G_d^{(s)}\). In conclusion,
the set of $d$-level $s$-block GLT pairs $\mathcal{G}_d^{(s)}$ is the closed $\ast$-subalgebra of $\mathcal{E}^{(s)} \times \mathcal{M}_d^{(s)}$ generated by $\mathcal{B}_d^{(s)}$, i.e., the smallest closed $\ast$-subalgebra of $\mathcal{E}^{(s)} \times \mathcal{M}_d^{(s)}$ containing $\mathcal{B}_d^{(s)}$.

Looking more carefully at the results in Section 4.5, we also note that if we let

$$
\mathcal{C}_d^{(s)} = \{ \{ (\sum_{a=1}^{d} a \theta) \nabla \theta \} : a \in [0, 1]^d \to \mathbb{C} \text{ belongs to } C^\infty([0, 1]^d) \}
$$

$$
\cup \{ \{ (\sum_{a=1}^{d} \theta) \nabla \theta \} : \theta \in \mathbb{Z}^d, 1 \leq \alpha, \beta \leq s \},
$$

then

the set of $d$-level $s$-block GLT pairs $\mathcal{G}_d^{(s)}$ is the closure of the subalgebra of $\mathcal{E}^{(s)} \times \mathcal{M}_d^{(s)}$ generated by $\mathcal{C}_d^{(s)}$.

## 5. Summary of the theory

We conclude the theory of multilevel block GLT sequences by providing a self-contained summary, which contains everything one needs to know in order to understand the applications presented in the next chapter. It is assumed that anyone who reads this summary is aware of the notation and terminology used throughout this work, which will be only partially repeated here for the sake of brevity. The reader can find most of the notation and terminology in Section 2.1.

### Multi-index notation

A multi-index $i$ of size $d$, also called a $d$-index, is a (row) vector in $\mathbb{Z}^d$; its components are denoted by $i_1, \ldots, i_d$. $0, 1, 2, \ldots$ are the vectors of all zeros, all ones, all twos, $\ldots$ (their size will be clear from the context). For any $d$-index $m$, we set $N(m) = \prod_{j=1}^{d} m_j$, and we write $m \to \infty$ to indicate that $\min(m) \to \infty$. The notation $N(\alpha) = \prod_{j=1}^{d} \alpha_j$ will be used for any vector $\alpha$ with $d$ components and not only for $d$-indices. If $h, k$ are $d$-indices, then $h \leq k$ means that $h_r \leq k_r$ for all $r = 1, \ldots, d$. If $h, k$ are $d$-indices such that $h \leq k$, then the multi-index (or $d$-index) range $h, \ldots, k$ is the set $\{ j \in \mathbb{Z}^d : h \leq j \leq k \}$. We assume for this set the standard lexicographic ordering:

$$
\begin{bmatrix}
\ldots & \ldots & \{ (j_1, \ldots, j_d) \} & j_d=h_d,\ldots,k_d & j_{d-1}=h_{d-1},\ldots,k_{d-1} & \ldots & j_1=h_1,\ldots,k_1 \\
\end{bmatrix}
$$

For instance, in the case $d = 2$ the ordering is

$$(h_1, h_2), (h_1, h_2 + 1), \ldots, (h_1, k_2), (h_1 + 1, h_2), (h_1 + 1, h_2 + 1), \ldots, (h_1 + 1, k_2), \ldots, \ldots, (k_1, h_2), (k_1, h_2 + 1), \ldots, (k_1, k_2).$$

When a multi-index $j$ varies over a multi-index range $h, \ldots, k$ (this is often written as $j = h, \ldots, k$), it is understood that $j$ varies from $h$ to $k$ following the lexicographic ordering. For instance, if $m \in \mathbb{N}^d$ and we write $x = [x_i]_{i=1}^{m}$, then $x$ is a vector of size $N(m)$ whose components $x_i$, $i = 1, \ldots, m$, are ordered in accordance with the lexicographic ordering: the first component is $x_1 = x_{(1,\ldots,1)}$, the second component is $x_{(1,\ldots,1,2)}$, and so on until the last component, which is $x_m = x_{(m_1,\ldots,m_d)}$. Similarly, if $X = [x_j]_{j=1}^{m}$, then $X$ is an $N(m) \times N(m)$ matrix whose components are indexed by a pair of $d$-indices $i, j$, both varying from $1$ to $m$ according to the lexicographic ordering. If $h, k$ are $d$-indices such that $h \leq k$, then the notation $\sum_{j=h}^{k}$ indicates the summation over all $j$ in $h, k, \ldots, k$. If $i, j$ are $d$-indices, then $i \preceq j$ means that $i$ precedes (or equals) $j$ in the lexicographic ordering (which is a total ordering on $\mathbb{Z}^d$). Moreover, we define

$$
i \wedge j = \begin{cases}
i, & \text{if } i \preceq j, \\
j, & \text{if } i \succ j.
\end{cases}$$
Note that \( i \wedge j \) is the minimum among \( i \) and \( j \) with respect to the lexicographic ordering. Operations involving \( d \)-indices that have no meaning in the vector space \( \mathbb{Z}^d \) must always be interpreted in the componentwise sense. For instance, \( \alpha j = (\alpha_1 j_1, \ldots, \alpha_d j_d) \), \( \alpha i / j = (\alpha_1 / j_1, \ldots, \alpha_d / j_d) \) for all \( \alpha \in \mathbb{C} \), etc.

**Matrix norms.** Here is a list of important inequalities involving \( p \)-norms and Schatten \( p \)-norms of matrices.

1. \( \|X\| \leq \sqrt{\|X\|_1 \|X\|_\infty} \leq \max(\|X\|_1, \|X\|_\infty) \) for all \( X \in \mathbb{C}^{m \times m} \).
2. \( \|X\|_1 \leq \text{rank}(X)\|X\| \leq m\|X\| \) for all \( X \in \mathbb{C}^{m \times m} \).
3. \( \|X\|_1 \leq \sum_{i,j=1}^{m} |x_{ij}| \) for all \( X \in \mathbb{C}^{m \times m} \).
4. \( \|X\|_2 \leq \sqrt{\|X\|_1 \|X\|_\infty} \) for all \( X \in \mathbb{C}^{m \times m} \).
5. \( \|AXB\|_p \leq \|A\| \|X\|_p \|B\| \) for all \( A, X, B \in \mathbb{C}^{m \times m} \).

**Tensor products.** If \( X \in \mathbb{C}^{m_1 \times m_2} \) and \( Y \in \mathbb{C}^{\ell_1 \times \ell_2} \), the tensor (Kronecker) product of \( X \) and \( Y \) is the \( m_1 \ell_1 \times m_2 \ell_2 \) matrix defined by

\[
X \otimes Y = \begin{bmatrix}
    x_{11}Y & \cdots & x_{1m_2}Y \\
    \vdots & & \vdots \\
    x_{m_11}Y & \cdots & x_{m_1m_2}Y
\end{bmatrix}.
\]

Here is a list of important properties satisfied by tensor products.

1. **Associativity:** \( (X \otimes Y) \otimes Z = X \otimes (Y \otimes Z) \) for all matrices \( X, Y, Z \).
2. **Bilinearity:** \( (\alpha X + \beta Y) \otimes (\gamma W + \eta Z) = \alpha \gamma (X \otimes W) + \alpha \eta (X \otimes Z) + \beta \gamma (Y \otimes W) + \beta \eta (Y \otimes Z) \) for all \( \alpha, \beta, \gamma, \eta \in \mathbb{C} \) and for all matrices \( X, Y, W, Z \) such that \( X, Y \) are sumtable and \( W, Z \) are sumtable.
3. \( (X \otimes Y)^* = X^* \otimes Y^* \) and \( (X \otimes Y)^T = X^T \otimes Y^T \) for all matrices \( X, Y \).
4. \( (X \otimes Y)(W \otimes Z) = (X W) \otimes (Y Z) \) for all matrices \( X, Y, W, Z \) such that \( X, W \) are multipliable and \( Y, Z \) are multipliable.
5. \( \|X \otimes Y\|_p = \|X\|_p \|Y\|_p \) for all square matrices \( X, Y \) and all \( p \in [1, \infty] \).
6. \( \text{rank}(X \otimes Y) = \text{rank}(X) \text{rank}(Y) \) for all matrices \( X, Y \).
7. If \( X \in \mathbb{C}^{m \times m} \) and \( Y \in \mathbb{C}^{\ell \times \ell} \), the eigenvalues (resp., singular values) of \( X \otimes Y \) are given by \( \{\lambda_i(X)\lambda_j(Y) : i = 1, \ldots, m, j = 1, \ldots, \ell\} \) (resp., \( \{\sigma_i(X)\sigma_j(Y) : i = 1, \ldots, m, j = 1, \ldots, \ell\} \)).
8. If \( X_i \in \mathbb{C}^{m_i \times \ell_i} \) for \( i = 1, \ldots, d \) and we set \( m = (m_1, \ldots, m_d) \) and \( \ell = (\ell_1, \ldots, \ell_d) \), then

\[
(X_1 \otimes \cdots \otimes X_d)_{ij} = (X_1)_{i_1 j_1} \cdots (X_d)_{i_d j_d}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, \ell.
\]
9. If \( X_i, Y_i \in \mathbb{C}^{m_i \times m_i} \) for \( i = 1, \ldots, d \) and \( m = (m_1, \ldots, m_d) \), then

\[
\text{rank}(X_1 \otimes \cdots \otimes X_d - Y_1 \otimes \cdots \otimes Y_d) \leq N(m) \sum_{i=1}^{d} \text{rank}(X_i - Y_i).
\]
10. Given \( m \in \mathbb{N}^d \) and a permutation \( \sigma \) of \( \{1, \ldots, d\} \), there exists a unique permutation matrix \( \Pi_{m,\sigma} \) such that

\[
X_{\sigma(1)} \otimes \cdots \otimes X_{\sigma(d)} = \Pi_{m,\sigma} (X_1 \otimes \cdots \otimes X_d) \Pi_{m,\sigma}^T,
\]

for all \( X_i \in \mathbb{C}^{m_i \times m_i}, \ldots, X_d \in \mathbb{C}^{m_d \times m_d} \).
Special permutation matrices. For every $s \in \mathbb{N}$ and $n \in \mathbb{N}^d$, we denote by $\Pi_{n,s}$ the $N(n)s \times N(n)s$ permutation matrix given by

$$
\Pi_{n,s} = \begin{bmatrix}
I_s \otimes e_1^T \\
I_s \otimes e_2^T \\
\vdots \\
I_s \otimes e_n^T
\end{bmatrix} = \sum_{k=1}^{n} e_k \otimes I_s \otimes e_k^T,
$$

where $e_i$, $i = 1, \ldots, n$, are the vectors of the canonical basis of $\mathbb{C}^{N(m)}$, which, for convenience, are indexed by a $d$-index $i = 1, \ldots, n$. For every $s, r \in \mathbb{N}$ and $n \in \mathbb{N}^d$, we define the permutation matrix

$$
\Pi_{n,s,r} = \Pi_{n,s} \otimes I_r.
$$

With reference to P10, if $m, s \in \mathbb{N}^d$, and $\sigma$ is the permutation of $\{1, \ldots, 2d\}$ given by $\sigma = [1, d + 1, 2, d + 2, \ldots, d, 2d]$, we define $\Gamma_{m,s} = \Pi_{(m,s)}^{\sigma}$. In other words, $\Gamma_{m,s}$ is the unique permutation matrix such that

$$
X_1 \otimes X_{d+1} \otimes X_2 \otimes X_{d+2} \otimes \cdots \otimes X_d \otimes X_{2d} = \Gamma_{m,s}(X_1 \otimes \cdots \otimes X_{2d})\Gamma_{m,s}^T
$$

for all $X_1, X_2, \ldots, X_{d+1} \in \mathbb{C}^{m_1 \times m_1}, X_d, X_{d+2}, \ldots, X_{2d} \in \mathbb{C}^{s_1 \times s_1}, \ldots, X_{2d} \in \mathbb{C}^{s_d \times s_d}$.

Sequences of matrices and multilevel block matrix-sequences. A sequence of the form $\{A_n\}_n$, where $A_n$ is a square matrix of size $d_n$ such that $d_n \to \infty$ as $n \to \infty$. If $\{A_n\}_n$ is a sequence of matrices with $A_n$ of size $d_n$, we say that $\{A_n\}_n$ is sparsely unbounded (s.u.) if

$$
\lim_{M \to \infty} \limsup_{n \to \infty} \frac{\#\{i \in \{1, \ldots, d_n\} : \sigma_i(A_n) > M\}}{d_n} = 0,
$$

and we say that $\{A_n\}_n$ is sparsely vanishing (s.v.) if

$$
\lim_{M \to \infty} \limsup_{n \to \infty} \frac{\#\{i \in \{1, \ldots, d_n\} : \sigma_i(A_n) < 1/M\}}{d_n} = 0.
$$

A $d$-level $r$-block matrix-sequence is a sequence of matrices $\{A_n\}_n$, where

- $n$ varies in some infinite subset of $\mathbb{N}$;
- $n = n(n) \in \mathbb{N}^d$ and $n \to \infty$ (i.e., $\min(n) \to \infty$) as $n \to \infty$;
- $A_n$ is a square matrix of size $N(n)r$.

Singular value and eigenvalue distribution of a sequence of matrices. Let $\{A_n\}_n$ be a sequence of matrices with $A_n$ of size $d_n$, and let $f : D \subseteq \mathbb{R}^k \to \mathbb{C}^{r \times r}$ be a measurable function defined on a set $D$ with $0 < \mu_k(D) < \infty$.

- We say that $\{A_n\}_n$ has a singular value distribution described by $f$, and we write $\{A_n\}_n \sim_\sigma f$, if

$$
\lim_{n \to \infty} \frac{1}{d_n} \sum_{i=1}^{d_n} F(\sigma_i(A_n)) = \frac{1}{\mu_k(D)} \int_D \sum_{i=1}^{r} F(\sigma_i(f(x))) \frac{dx}{r}, \quad \forall F \in C_c(\mathbb{R}).
$$

In this case, $f$ is called the singular value symbol of $\{A_n\}_n$. 
We say that \( \{A_n\}_n \) has a spectral (or eigenvalue) distribution described by \( f \), and we write \( \{A_n\}_n \sim_\lambda f \), if
\[
\lim_{n \to \infty} \frac{1}{d_n} \sum_{i=1}^{d_n} F(\lambda_i(A_n)) = \frac{1}{\mu_k(D)} \int_D \frac{\sum_{i=1}^{r_1} F(\lambda_i(f(x)))}{r} \, dx, \quad \forall F \in C_c(\mathbb{C}).
\]

In this case, \( f \) is called the spectral (or eigenvalue) symbol of \( \{A_n\}_n \).

When we write a relation such as \( \{A_n\}_n \sim_\sigma f \) or \( \{A_n\}_n \sim_\lambda f \), it is understood that \( \{A_n\}_n \) is a sequence of matrices and \( f \) is a measurable function defined on a subset \( D \) of some \( \mathbb{R}^k \) with \( 0 < \mu_k(D) < \infty \) and taking values in \( \mathbb{C}^{r \times r} \) for some \( r \geq 1 \). In what follows, “iff” is an abbreviation of “if and only if”.

S1. If \( \{A_n\}_n \sim_\sigma f \), then \( \{A_n\}_n \) is s.u.

S2. If \( \{A_n\}_n \sim_\sigma f \), then \( \{A_n\}_n \) is s.v. iff \( f \) is invertible a.e.

S3. If \( \{A_n\}_n \sim_\lambda f \) and \( \Lambda(A_n) \subseteq S \) for all \( n \), then \( \Lambda(f) \subseteq S \) a.e.

S4. If \( A_n = X_n + Y_n \in \mathbb{C}^{d_n \times d_n} \) and
- each \( X_n \) is Hermitian and \( \{X_n\}_n \sim_\lambda f \),
- \( \lim_{n \to \infty} (d_n)^{-1/2} \|Y_n\|_2 = 0 \),
then \( \{A_n\}_n \sim_\lambda f \).

S5. Let \( X_n \in \mathbb{C}^{d_n \times d_n} \) and \( P_n \in \mathbb{C}^{d_n \times d_n} \), where \( P_n^*P_n = I_{d_n}, \delta_n \leq d_n, \frac{\delta_n}{d_n} \to 1 \).
- \( \{X_n\}_n \sim_\sigma f \) iff \( \{P_n^*X_nP_n\}_n \sim_\sigma f \)
- If the matrices \( X_n \) are Hermitian, then \( \{X_n\}_n \sim_\lambda f \) iff \( \{P_n^*X_nP_n\}_n \sim_\lambda f \).

Informal meaning. Assuming that \( f : D \subset \mathbb{R}^k \to \mathbb{C}^{r \times r} \) possesses \( r \) a.e. continuous eigenvalue functions \( \lambda_i(f(x)), i = 1, \ldots, r \), the spectral distribution \( \{A_n\}_n \sim_\lambda f \) has the following informal meaning: all the eigenvalues of \( A_n \), except possibly for \( o(d_n) \) outliers (with \( d_n \) being the size of \( A_n \)), can be subdivided into \( r \) different subsets of approximately the same cardinality and the eigenvalues belonging to the \( i \)th subset are approximately equal to the samples of the \( i \)th eigenvalue function \( \lambda_i(f(x)) \) over a uniform grid in the domain \( D \) (for \( n \) large enough). For instance, if \( k = 1, d_n = nr, \) and \( D = [a, b] \), then, assuming we have no outliers, the eigenvalues of \( A_n \) are approximately equal to
\[
\lambda_i\left(f\left(a + j\frac{b-a}{n}\right)\right), \quad j = 1, \ldots, n, \quad i = 1, \ldots, r,
\]
for \( n \) large enough. Similarly, if \( k = 2, d_n = n^2r, \) and \( D = [a_1, b_1] \times [a_2, b_2] \), then, assuming we have no outliers, the eigenvalues of \( A_n \) are approximately equal to
\[
\lambda_i\left(f\left(a_1 + j_1\frac{b_1-a_1}{n}, a_2 + j_2\frac{b_2-a_2}{n}\right)\right), \quad j_1, j_2 = 1, \ldots, n, \quad i = 1, \ldots, r,
\]
for \( n \) large enough. A completely analogous meaning can also be given for the singular value distribution \( \{A_n\}_n \sim_\sigma f \).

Rearrangement. Assuming that \( D = [a_1, b_1] \times \cdots \times [a_k, b_k] \) is a hyperrectangle in \( \mathbb{R}^k \) and \( f : D \to \mathbb{C}^{r \times r} \) is a measurable function possessing \( r \) real-valued a.e. continuous eigenvalue functions \( \lambda_i(f(x)), i = 1, \ldots, r \), compute, for each \( \rho \in \mathbb{N} \), the uniform samples
\[
\lambda_i\left(f\left(a_1 + j_1\frac{b_1-a_1}{\rho}, \ldots, a_k + j_k\frac{b_k-a_k}{\rho}\right)\right), \quad j_1, \ldots, j_k = 1, \ldots, \rho, \quad i = 1, \ldots, r,
\]
sort them in non-decreasing order, and put them into a vector \((s_1, s_2, \ldots, s_{\rho k})\). Let \( \phi_\rho : [0, 1] \to \mathbb{R} \) be the piecewise linear non-decreasing function that interpolates the samples
\((s_0 = s_1, s_2, \ldots, s_{r^k})\) over the nodes \((0, \frac{1}{r^k}, \frac{2}{r^k}, \ldots, 1)\), i.e.,

\[
\begin{align*}
\phi_{\rho}\left(\frac{i}{r^k}\right) &= s_i, \\
\phi_{\rho} \text{ linear on } \left[\frac{i}{r^k}, \frac{i+1}{r^k}\right], \\
\end{align*}
\]

\(i = 0, \ldots, r^k - 1\).

When \(\rho \to \infty\), the function \(\phi_{\rho}\) converges a.e. to a function \(\phi\), which is non-decreasing on \((0, 1)\) and satisfies

\[
\int_0^1 F(\phi(t))dt = \frac{1}{\mu_k(D)} \int_D \frac{r}{F} \sum_{i=1}^r F(\lambda_i(f(x))))dx, \quad \forall F \in C_c(\mathbb{C}).
\]

The function \(\phi\) is referred to as the canonical rearranged version of \(f\). What is interesting about \(\phi\) is that if \(\{A_n\}_n \sim_{\chi} f\), then \(\{A_n\}_n \sim_{\chi} \phi\). In particular, if we have \(\{A_n\}_n \sim_{\chi} f\) (and hence also \(\{A_n\}_n \sim_{\chi} \phi\)), then, for \(n\) large enough, the eigenvalues of \(A_n\), with the possible exception of \(o(d_n)\) outliers \(d_n = \text{size}(A_n)\), are approximately equal to the samples of \(\phi\) over a uniform grid in \([0, 1]\).

**Clustering and attraction.** In what follows, if \(f : D \subseteq \mathbb{R}^k \to \mathbb{C}^{r \times r}\) is a measurable matrix-valued function, its essential range is denoted by \(\mathcal{E}R(f)\) and is defined as

\[
\mathcal{E}R(f) = \{z \in \mathbb{C} : \mu_k(\exists j \in \{1, \ldots, r\} : \lambda_j(f) \in D(z, \varepsilon)) > 0 \text{ for all } \varepsilon > 0\}.
\]

- Let \(\{A_n\}_n\) be a sequence of matrices with \(A_n\) of size \(d_n\), and let \(S\) be a nonempty subset of \(\mathbb{C}\). We say that \(\{A_n\}_n\) is weakly clustered at \(S\) if

\[
\lim_{n \to \infty} \frac{\#\{j \in \{1, \ldots, d_n\} : \lambda_j(A_n) \notin D(S, \varepsilon)\}}{d_n} = 0, \quad \forall \varepsilon > 0.
\]

- Let \(\{A_n\}_n\) be a sequence of matrices with \(A_n\) of size \(d_n\), and let \(z \in \mathbb{C}\). We say that \(z\) strongly attracts the spectrum \(\Lambda(A_n)\) with infinite order if, once we have ordered the eigenvalues of \(A_n\) according to their distance from \(z\),

\[
|\lambda_1(A_n) - z| \leq |\lambda_2(A_n) - z| \leq \ldots \leq |\lambda_{d_n}(A_n) - z|,
\]

the following limit relation holds for each fixed \(j \geq 1\):

\[
\lim_{n \to \infty} |\lambda_j(A_n) - z| = 0.
\]

**CA1.** If \(\{A_n\}_n \sim_{\chi} f\), then \(\{A_n\}_n\) is weakly clustered at \(\mathcal{E}R(f)\) and each \(z \in \mathcal{E}R(f)\) strongly attracts \(\Lambda(A_n)\) with infinite order.

**Zero-distributed sequences.** A sequence of matrices \(\{Z_n\}_n\) such that \(\{Z_n\}_n \sim_{\sigma} 0\) is referred to as a zero-distributed sequence. In other words, \(\{Z_n\}_n\) is zero-distributed iff

\[
\lim_{n \to \infty} \frac{1}{d_n} \sum_{i=1}^{d_n} F(\sigma_i(Z_n)) = F(0), \quad \forall F \in C_c(\mathbb{R}),
\]

where \(d_n\) is the size of \(Z_n\). Given a sequence of matrices \(\{Z_n\}_n\) with \(Z_n\) of size \(d_n\), the following properties hold. In what follows, we use the natural convention \(C/\infty = 0\) for all numbers \(C\).
Z.1. \( \{Z_n\}_n \sim_\sigma 0 \) iff \( Z_n = R_n + N_n \) with \( \lim_{n \to \infty} (d_n)^{-1} \text{rank}(R_n) = \lim_{n \to \infty} \|N_n\| = 0. \)
Z.2. \( \{Z_n\}_n \sim_\sigma 0 \) if there exists a \( p \in [1, \infty] \) such that \( \lim_{n \to \infty} (d_n)^{-1/p} \|Z_n\|_p = 0. \)

Sequences of multilevel block diagonal sampling matrices. If \( n \in \mathbb{N}^d \) and \( a : [0, 1]^d \to \mathbb{C}^{s \times s} \), then the \( n \)th multilevel block (or \( d \)-level \( s \)-block) diagonal sampling matrix generated by \( a \) is the \( N(n)s \times N(n)s \) block diagonal matrix given by

\[
D_n(a) = \text{diag} \left( \frac{i}{n} \right).
\]

Each \( d \)-level \( s \)-block matrix-sequence of the form \( \{D_n(a)\}_n \) with \( n = n(n) \to \infty \) as \( n \to \infty \) is referred to as a sequence of multilevel block (or \( d \)-level \( s \)-block) diagonal sampling matrices generated by \( a \). If \( n, s \in \mathbb{N} \), we denote by \( \{x_{i,s}^{(n)}\}_{i=1}^{ns} = \{x_{1,s}, \ldots, x_{ns,s}\} \) the sequence of points

\[
\{x_{1,s}, \ldots, x_{ns,s}\} = \left\{ \begin{array}{c}
\frac{1}{n}, \ldots, \frac{1}{n}, \\
\frac{2}{n}, \ldots, \frac{2}{n}, \\
\vdots, \\
\frac{n-1}{n}, \ldots, \frac{n-1}{n}, \\
\frac{1}{s}, \ldots, \frac{1}{s}, \\
\end{array} \right\},
\]

i.e.,

\[
x_{i,s}^{(n)} = \left( \left\lfloor \frac{i-1}{s} \right\rfloor + 1 \right) \frac{1}{n}, \quad i = 1, \ldots, ns.
\]

If \( n, s \in \mathbb{N}^d \) and \( a : [0, 1]^d \to \mathbb{C} \), we denote by \( D_{n,s}(a) \) the \( d \)-level diagonal sampling matrix given by

\[
D_{n,s}(a) = \text{diag} \left( a(x_{i,s}^{(n)}) \right),
\]

where \( \{x_{i,s}^{(n)}\}_{i=1}^{ns} = \{x_{1,s}, \ldots, x_{ns,s}\} \) is the sequence of points

\[
x_{i,s}^{(n)} = (x_{i,s}^{(n)}, \ldots, x_{i,s}^{(ns)}), \quad i = 1, \ldots, ns.
\]

In what follows, we denote by \( E^{[0,1]^d} \) the space of all functions from \( [0, 1]^d \) to the set \( E \).

D.1. For every \( n \in \mathbb{N}^d \) the map \( D_n(\cdot) : (\mathbb{C}^{s \times s})^{[0,1]^d} \to \mathbb{C}^{sN(n)^s \times sN(n)} \)

- is linear: \( D_n(\alpha a + \beta b) = \alpha D_n(a) + \beta D_n(b) \),
- satisfies \( D_n(a^*) = D_n(a^*) \).

D.2. If \( n \in \mathbb{N}^d \), \( a_{ij} : [0, 1]^d \to \mathbb{C}^{r \times r} \), for \( i, j = 1, \ldots, s \), \( a = [a_{ij}]_{i,j=1}^s \), and \( D_n = \left[ D_n(a_{ij}) \right]_{i,j=1}^s \), then we have \( \Pi_{n,s,r} D_n \Pi_{n,s,r}^T = D_n(a) \).

D.3. If \( n, s \in \mathbb{N}^d \) and \( a : [0, 1]^d \to \mathbb{C} \), then \( D_{n,s}(a) = \Gamma_{n,s} D_n(aI_{N(s)}) \Gamma_{n,s}^T \).

Multilevel block Toeplitz sequences. If \( n \in \mathbb{N}^d \) and \( f : [-\pi, \pi]^d \to \mathbb{C}^{s \times s} \) is a function in \( L^1([-\pi, \pi]^d, s) \), then the \( n \)th (\( d \)-level \( s \)-block) Toeplitz matrix generated by \( f \) is the \( sN(n) \times sN(n) \) matrix given by

\[
T_n(f) = [f_{i-j}]_{i,j=1}^n,
\]

where the \( s \times s \) blocks \( f_k \) are the Fourier coefficients of \( f \),

\[
f_k = \frac{1}{(2\pi)^d} \int_{[-\pi,\pi]^d} f(\theta) e^{-ik \cdot \theta} \, d\theta \in \mathbb{C}^{s \times s}, \quad k \in \mathbb{Z}^d.
\]
and the integrals in the previous formula are computed componentwise. \( \{ T_n(f) \}_n \) is the \((d\text{-level } s\text{-block})\) Toeplitz sequence generated by \( f \). In what follows, for any function \( f \) in \( L^p([\pi, \pi]^d, \mu) \), we define
\[
\| f \|_{L^p} = \begin{cases} 
\left( \int_D \| f(x) \|_p^p \, dx \right)^{1/p}, & \text{if } 1 \leq p < \infty, \\
\text{ess sup}_{x \in D} \| f(x) \|, & \text{if } p = \infty.
\end{cases}
\]

**T1.** For every \( n \in \mathbb{N}^d \) the map \( T_n(\cdot) : \mathbb{R}^{|\pi| \times \pi |} \to \mathbb{C}^{s \times n} \mathbb{R}^{|\pi| \times \pi |} \)
- is linear: \( T_n(\alpha f + \beta g) = \alpha T_n(f) + \beta T_n(g) \),
- satisfies \( T_n(f)^* = T_n(f^*) \).

**T2.** If \( f \) is Hermitian a.e., then \( T_n(f) \) is Hermitian for all \( n \in \mathbb{N}^d \).

**T3.** If \( 1 \leq p \leq \infty \) and \( f \in L^p([\pi, \pi]^d, \mu) \), then \( \| T_n(f) \|_p \leq \frac{N(n)^{1/p}}{(2\pi)^{d/p}} \| f \|_{L^p} \).

**T4.** If \( f \in L^1([\pi, \pi]^d, \mu) \) and \( \{ n = n(n) \}_n \subseteq \mathbb{N}^d \) is such that \( n \rightarrow \infty \) as \( n \rightarrow \infty \), then \( \{ T_n(f) \}_n \sim f \). If in addition \( f \) is Hermitian a.e., then \( \{ T_n(f) \}_n \sim f \).

**T5.** If \( f_1, \ldots, f_q \in L^\infty([\pi, \pi]^d, \mu) \), then \( N\mathbb{R}^{n\times s} \in \mathbb{R}^q \parallel 1 \parallel \rightarrow 0 \) as \( n \rightarrow \infty \).

**T6.** If \( n \in \mathbb{N}^d \), \( f_{ij} \in L^1([\pi, \pi]^d, \mu) \), for \( i, j = 1, \ldots, s \), \( f = [f_{ij}]_{i,j=1}^s \), and \( T_n = T_n(f_{ij})_{i,j=1}^s \), then we have \( T_n(f) \).

**T7.** If \( n, s \in \mathbb{N}^d \), then
\[
T_n(f_1 \cdots f_d) = \Gamma^n_{n,s}(T_{n_1}(f_1) \cdots T_{n_d}(f_d))\Gamma^n_{n,s}
\]
for all \( f_1 \in L^1([\pi, \pi], s_1) \), \ldots, \( f_d \in L^1([\pi, \pi], s_d) \).

**Approximating classes of sequences.** Let \( \{ A_n \}_n \) a sequence of matrices and \( \{ \{ B_{nm} \}_m \}_m \) a sequence of sequences of matrices with \( A_n \) and \( B_{nm} \) of size \( d_n \). We say that \( \{ B_{nm} \}_m \) is an approximating class of sequences (a.c.s.) for \( \{ A_n \}_n \) if the following condition is met: for every \( m \) there exists \( n_m \) such that, for \( n \geq n_m \),
\[
A_n = B_{nm} + R_{nm} + N_{nm}, \quad \text{rank}(R_{nm}) \leq c(m)d_n, \quad \| N_{nm} \| \leq \omega(m),
\]
where \( n_m, c(m), \omega(m) \) depend only on \( m \), and
\[
\lim_{m \rightarrow \infty} c(m) = \lim_{m \rightarrow \infty} \omega(m) = 0.
\]
We use the abbreviation “a.c.s.” for both the singular “approximating class of sequences” and the plural “approximating classes of sequences”.

It turns out that, for each fixed sequence of positive integers \( d_n \) such that \( d_n \rightarrow \infty \), the notion of a.c.s. is a notion of convergence in space \( \mathcal{E} = \{ \{ A_n \}_n : A_n \in \mathbb{C}^{d_n \times d_n} \text{ for every } n \} \). More precisely, for every gauge function \( \varphi \) and every \( A \in \mathbb{C}^{\ell \times \ell} \), let
\[
p^\varphi(A) = \frac{1}{\ell} \sum_{i=1}^\ell \varphi(\sigma_i(A))
\]
and define
\[
p^\varphi_{\text{a.c.s.}}(\{ A_n \}_n) = \lim_{n \rightarrow \infty} p(A_n), \quad \{ A_n \}_n \in \mathcal{E},
\]
\[
d^\varphi_{\text{a.c.s.}}(\{ A_n \}_n, \{ B_n \}_n) = p^\varphi_{\text{a.c.s.}}(\{ (A_n - B_n) \}_n), \quad \{ A_n \}_n, \{ B_n \}_n \in \mathcal{E}.
\]
Then, \( d^\varphi_{\text{a.c.s.}} \) is a distance on \( \mathcal{E} \) such that \( d^\varphi_{\text{a.c.s.}}(\{ A_n \}_n, \{ B_n \}_n) = 0 \) iff \( \{ A_n - B_n \}_n \) is zero-distributed. Moreover, \( d^\varphi_{\text{a.c.s.}} \) turns \( \mathcal{E} \) into a complete pseudometric space \( (\mathcal{E}, d^\varphi_{\text{a.c.s.}}) \), where
the statement “\{\{B_{n,m}\}_n\}_m converges to \{A_n\}_n” is equivalent to “\{\{B_{n,m}\}_n\}_m is an a.c.s.
for \{A_n\}_n”. In particular, we can reformulate the definition of a.c.s. in the following way: a
sequence of sequences of matrices \{\{B_{n,m}\}_n\}_m is said to be an a.c.s. for \{A_n\}_n if \{B_{n,m}\}_n
converges to \{A_n\}_n in \(\mathbb{E}, D_{a.c.s.}\) as \(m \to \infty\), i.e., if \(d_{a.c.s.}(\{B_{n,m}\}_n, \{A_n\}_n) \to 0\) as
\(m \to \infty\). The theory of a.c.s. may then be interpreted as an approximation theory for sequences
of matrices, and for this reason we will use the convergence notation \(\{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n\) to
indicate that \{\{B_{n,m}\}_n\}_m is an a.c.s. for \{A_n\}_n. In view of what follows, let \(D \subset \mathbb{R}^k\) be a
measurable set such that \(0 < \mu_k(D) < \infty\) and, for every gauge function \(\varphi\), define
\[
P^\varphi_{\text{measure}}(f) = \frac{1}{\mu_k(D)} \int_D \sum_{i=1}^r \varphi(\sigma_i(f(x))) \, dx,
\]
\[
d^\varphi_{\text{measure}}(f, g) = p^\varphi_{\text{measure}}(f - g),
\]
Then, \(d^\varphi_{\text{measure}}\) is a distance on \(\mathcal{M}^{(r)}_D\) such that \(d^\varphi_{\text{measure}}(f, g) = 0\) iff \(f = g\) a.e. Moreover, \(d^\varphi_{\text{measure}}\)
turns \(\mathcal{M}^{(r)}_D\) into a complete pseudometric space \((\mathcal{M}^{(r)}_D, d^\varphi_{\text{measure}})\) where the statement
“\(f_m\) converges to \(f\)” is equivalent to “\(f_m\) converges to \(f\) in measure”.

ACS 1. If \(\{A_n\}_n \sim_\sigma f\), then \(p^\varphi_{\text{a.c.s.}}(\{A_n\}_n) = p^\varphi_{\text{measure}}(f)\) for all gauge functions \(\varphi\).

ACS 2. \(\{A_n\}_n \sim_\sigma f\) iff there exist sequences of matrices \(\{B_{n,m}\}_n \sim_\sigma f_m\) such that
\(\{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n\) and \(f_m \to f\) in measure.

ACS 3. Suppose each \(A_n\) is Hermitian. Then, \(\{A_n\}_n \sim_\lambda f\) iff there exist sequences of
Hermitian matrices \(\{B_{n,m}\}_n \sim_\lambda f_m\) such that \(\{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n\) and \(f_m \to f\)
in measure.

ACS 4. If \(\{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n\) and \(\{B'_{n,m}\}_n \xrightarrow{a.c.s.} \{A'_n\}_n\) with \(A_n\) and \(A'_n\) of the same size
\(d_n\), then
\[
\begin{align*}
&\bullet \, \{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n, \\
&\bullet \, \{\alpha B_{n,m} + \beta B'_{n,m}\}_n \xrightarrow{a.c.s.} \{\alpha A_n + \beta A'_n\}_n \text{ for all } \alpha, \beta \in \mathbb{C}, \\
&\bullet \, \{B_{n,m}B'_{n,m}\}_n \xrightarrow{a.c.s.} \{A_nA'_n\}_n \text{ whenever } \{A_n\}_n, \{A'_n\}_n \text{ are s.u.,} \\
&\bullet \, \{B_{n,m}C_{n,m}\}_n \xrightarrow{a.c.s.} \{A_nC_n\}_n \text{ whenever } \{C_n\}_n \text{ is s.u.}
\end{align*}
\]

ACS 5. If \(A_n = [A_{n,ij}]_{i,j=1}^s, B^{(n)}_{m,i} = [B^{(m)}_{n,ij}]_{i,j=1}^s\) and \(B^{(n)}_{m,i} \xrightarrow{a.c.s.} A^{(m)}_{n,i}\) for \(i, j = 1, \ldots, s\), then \(B^{(n)}_{m,i} \xrightarrow{a.c.s.} A^{(m)}_{n,i}\).

ACS 6. Let \(p \in [1, \infty)\) and assume that for each \(m\) there is \(n_m\) such that, for \(n \geq n_m,\)
\(\|A_n - B_{m,n}\| \leq \varepsilon(m, n)(d_n)^{1/p}\), where \(\lim_{m \to \infty} \limsup_{n \to \infty} \varepsilon(m, n) = 0\) and
\(d_n\) is the size of both \(A_n\) and \(B_{m,n}\). Then \(\{B_{n,m}\}_n \xrightarrow{a.c.s.} \{A_n\}_n\).

**Multilevel block generalized locally Toeplitz sequences.** A d-level s-block generalized
locally Toeplitz (GLT) sequence \(\{A_n\}_n\) is a special d-level s-block matrix-sequence equipped
with a measurable function \(\kappa : [0, 1]^d \times \mathbb{R} \to \mathbb{C}^{s \times s}\), the so-called symbol (or kernel).
Unless specified otherwise, the notation \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) means that \(\{A_n\}_n\) is a d-level s-block
GLT sequence with symbol \(\kappa\). The symbol of a d-level s-block GLT sequence is unique in the
sense that if \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) and \(\{A_n\}_n \sim_{\text{GLT}} \xi\), then \(\kappa = \xi\) a.e. in \([0, 1]^d \times \mathbb{R}\).
Conversely, if \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) and \(\kappa = \xi\) a.e. in \([0, 1]^d \times \mathbb{R}\), then \(\{A_n\}_n \sim_{\text{GLT}} \xi\).
In addition, any measurable function \(\kappa : [0, 1]^d \times \mathbb{R} \to \mathbb{C}^{s \times s}\) is the symbol of some
d-level s-block GLT sequence \(\{A_n\}_n\).

**GLT 1.** If \(\{A_n\}_n \sim_{\text{GLT}} \kappa\), then \(\{A_n\}_n \sim_{\sigma} \kappa\). If \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) and the matrices \(A_n\) are
Hermitian, then \(\kappa\) is Hermitian a.e. and \(\{A_n\}_n \sim_{\lambda} \kappa\).

**GLT 2.** If \(\{A_n\}_n \sim_{\text{GLT}} \kappa\) and \(\kappa = \xi\) a.e. and \(\{A_n\}_n \sim_{\lambda} \kappa\),
\(\bullet \, \) every \(X_n\) is Hermitian,
\(\bullet \, N(n)^{-1/2}\|Y_n\|_2 \to 0\),
then \( \{ P_n^* A_n P_n \}_n \sim_{\pi, \lambda, \kappa} \) for every sequence \( \{ P_n \}_n \) such that \( P_n \in \mathbb{C}^{N(n)s \times \delta_n} \), \( P_n^* P_n = I_{\delta_n}, \delta_n \leq N(n)s \), and \( \delta / (N(n)s) \to 1 \).

**GLT 3.** We have
- \( \{ T_n(f) \}_n \sim_{\text{GLT}} \kappa(x, \theta) = f(\theta) \) if \( f \in L^1([-\pi, \pi]^d, s) \),
- \( \{ D_n(a) \}_n \sim_{\text{GLT}} \kappa(x, \theta) = a(x) \) if \( a : [0, 1]^d \to \mathbb{C}^{r \times s} \) is continuous a.e.,
- \( \{ Z_n \}_n \sim_{\text{GLT}} \kappa(x, \theta) = 0 \) if \( \{ Z_n \}_n \sim_{\sigma} 0 \).

**GLT 4.** If \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \) and \( \{ B_n \}_n \sim_{\text{GLT}} \xi \), then
- \( \{ A_n^* \}_n \sim_{\text{GLT}} \kappa^* \),
- \( \{ \alpha A_n + \beta B_n \}_n \sim_{\text{GLT}} \alpha \kappa + \beta \xi \) for all \( \alpha, \beta \in \mathbb{C} \),
- \( \{ A_n B_n \}_n \sim_{\text{GLT}} \kappa \xi \),
- \( \{ A_n \}_n \sim_{\text{GLT}} \kappa^{-1} \) if \( \kappa \) is invertible a.e.

**GLT 5.** If \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \) and each \( A_n \) is Hermitian, then \( \{ f(A_n) \}_n \sim_{\text{GLT}} f(\kappa) \) for every continuous function \( f : \mathbb{C} \to \mathbb{C} \).

**GLT 6.** If \( \{ A_{n,ij} \}_n \) is a \( d \)-level \( r \)-block GLT sequence with symbol \( \kappa_{ij} \), for \( i, j = 1, \ldots, s \), and \( A_n = \{ A_{n,ij} \}_{ij=1}^s \), then \( \{ \Pi_{n,s,s},A_n \Pi_{n,s,s}^d \}_n \) is a \( d \)-level \( r \)-block GLT sequence with symbol \( \kappa = [\kappa_{ij}]_{ij=1}^s \).

**GLT 7.** \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \) if there exist \( d \)-level \( s \)-block GLT sequences \( \{ B_{n,m} \}_n \sim_{\text{GLT}} \kappa_m \) such that \( \{ B_{n,m} \}_n \overset{a.c.s.}{\to} \{ A_n \}_n \) and \( \kappa_m \to \kappa \) in measure.

**GLT 8.** If \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \) and \( \{ B_n \}_n \sim_{\text{GLT}} \xi \), then \( d^s_{\text{a.c.s.}}(\{ A_n \}_n, \{ B_n \}_n) = d^s_{\text{measure}}(\kappa, \xi) \) for any gauge function \( \varphi \).

**GLT 9.** If \( \{ A_n \}_n \sim_{\text{GLT}} \kappa \), then there exist functions \( a_{i,m}, f_{i,m}, i = 1, \ldots, N_m \), such that
- \( a_{i,m} : [0, 1]^d \to \mathbb{C} \) belongs to \( C^\infty([0, 1]^d) \) and \( f_{i,m} \) is a trigonometric monomial in \( \{ e^{i j \theta} E_{\alpha \beta}^{(s)} : j \in \mathbb{Z}^d, 1 \leq \alpha, \beta \leq s \} \),
- \( \sum_{i=1}^{N_m} a_{i,m}(x)f_{i,m}(\theta) = \kappa(x, \theta) \) a.e.,
- \( \{ \sum_{i=1}^{N_m} D_n(a_{i,m} I_s)T_n(f_{i,m}) \}_n \overset{a.c.s.}{\to} \{ A_n \}_n \).

### 6. Applications

In this chapter we present several emblematic applications of the theory of multilevel block GLT sequences for the computation of the singular value and eigenvalue distribution of sequences of matrices arising from the numerical discretization of PDEs. In order to understand the content of this chapter, it is enough that the reader knows the summary of Chapter 5 and possesses the necessary prerequisites, most of which have been addressed in Chapter 2. Indeed, our derivations here will never refer to Chapters 1–4, i.e., they will only rely on the summary of Chapter 5.

#### 6.1. FD discretization of systems of PDEs

Consider the following system of PDEs:

\[
\begin{aligned}
-\nabla \cdot A \nabla u + b \cdot \nabla v &= f, & & \text{in } (0, 1)^d, \\
c \cdot \nabla u + \rho v &= g, & & \text{in } (0, 1)^d, \\
\end{aligned}
\]

\[
\begin{aligned}
u &= v = 0, & & \text{on } \partial((0, 1)^d),
\end{aligned}
\]

\[
(6.1)
\]

\[
\begin{aligned}
- \sum_{i,k=1}^d \frac{\partial}{\partial x_i} (a_{ik} \frac{\partial u}{\partial x_k}) + \sum_{k=1}^d b_k \frac{\partial v}{\partial x_k} &= f, & & \text{in } (0, 1)^d, \\
\sum_{k=1}^d c_k \frac{\partial u}{\partial x_k} + \rho v &= g, & & \text{in } (0, 1)^d, \\
u &= v = 0, & & \text{on } \partial((0, 1)^d),
\end{aligned}
\]

where \( a_{ik}, b_k, c_k, \rho, f, g \) are given functions, \( A = [a_{ik}]_{i,k=1}^d \), \( b = [b_k]_{k=1}^d \) and \( c = [c_k]_{k=1}^d \). In this section we consider the classical central FD discretization of (6.1). Through the theory
of multilevel block GLT sequences we show that, under suitable assumptions on the PDE coefficients, the corresponding sequence of (normalized) FD discretization matrices enjoys a spectral distribution described by a $2 \times 2$ matrix-valued function. We remark that the number 2, which identifies the matrix space $C^{2 \times 2}$ where the spectral symbol takes values, coincides with the number of equations that compose the system (6.1).

**FD discretization.** Problem (6.1) can be reformulated as follows:

$$
\begin{aligned}
- \sum_{\ell,k=1}^{d} a_{\ell k} \frac{\partial^2 u}{\partial x_{\ell} \partial x_k} + \sum_{k=1}^{d} s_k \frac{\partial u}{\partial x_k} + \sum_{k=1}^{d} b_k \frac{\partial v}{\partial x_k} &= f, & \text{in } (0,1)^d, \\
\sum_{k=1}^{d} c_k \frac{\partial u}{\partial x_k} + \rho v &= g, & \text{in } (0,1)^d, \\
u = v &= 0, & \text{on } \partial((0,1)^d),
\end{aligned}
$$

where $s = [s_k]^d_{k=1}$ is given by

$$s_k = - \sum_{\ell=1}^{d} \frac{\partial a_{\ell k}}{\partial x_{\ell}}, \quad k = 1, \ldots, d.$$

Let $n \in \mathbb{N}^d$, set $h = \frac{1}{n+1}$ and $x_j = jh$, for $j = 0, \ldots, n + 1$. Let $e_k$ be the $k$th vector of the canonical basis of $\mathbb{R}^d$. For $j = 1, \ldots, n$, we have

$$a_{kk} \frac{\partial^2 u}{\partial x_k^2} \bigg|_{x=x_j} = a_{kk}(x_j) \frac{u(x_j + h_k e_k) - 2u(x_j) + u(x_j - h_k e_k)}{h_k^2}$$

for $k = 1, \ldots, d$,

$$a_{\ell k} \frac{\partial^2 u}{\partial x_{\ell} \partial x_k} \bigg|_{x=x_j} = a_{\ell k}(x_j) \frac{\partial u}{\partial x_{\ell}}(x_j + h_k e_k) - \frac{\partial u}{\partial x_{\ell}}(x_j - h_k e_k)}{2h_k}$$

$$= a_{\ell k}(x_j) \frac{1}{2h_k} \left[ u(x_j + h_k e_k + h_{\ell} e_{\ell}) - u(x_j + h_k e_k - h_{\ell} e_{\ell}) - u(x_j - h_k e_k + h_{\ell} e_{\ell}) + u(x_j - h_k e_k - h_{\ell} e_{\ell}) \right]$$

$$= a_{\ell k}(x_j) \frac{u(x_j + e_k + e_{\ell}) - u(x_j + e_k - e_{\ell}) - u(x_j - e_k + e_{\ell}) + u(x_j - e_k - e_{\ell})}{4h_k h_{\ell}}$$

for $\ell, k = 1, \ldots, d$ with $\ell \neq k$,

$$s_k \frac{\partial u}{\partial x_k} \bigg|_{x=x_j} = s_k(x_j) \frac{u(x_j + h_k e_k) - u(x_j - h_k e_k)}{2h_k}$$

$$= s_k(x_j) \frac{u(x_j + e_k) - u(x_j - e_k)}{2h_k}.$$

---

1Recall that operations involving $d$-indices that have no meaning in $\mathbb{Z}^d$ must be interpreted in the component-wise sense. In the present case, given $n = (n_1, \ldots, n_d)$ and $j = (j_1, \ldots, j_d)$, the vector of discretization steps $h = (1/n_1+1, \ldots, 1/n_d+1)$ and the grid point $x_j = jh$ are given by $h = (h_1, \ldots, h_d)$ and $x_j = (j_1h_1, \ldots, j_dh_d)$. 

---
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for \( k = 1, \ldots, d, \)

\[
\left. b_k \frac{\partial v}{\partial x_k} \right|_{x=x_j} \approx b_k(x_j) \frac{v(x_j+e_k) - v(x_j-e_k)}{2h_k},
\]

for \( k = 1, \ldots, d, \)

\[
\left. c_k \frac{\partial u}{\partial x_k} \right|_{x=x_j} \approx c_k(x_j) \frac{u(x_j+e_k) - u(x_j-e_k)}{2h_k},
\]

for \( k = 1, \ldots, d, \)

\[
\rho v|_{x=x_j} = \rho(x_j)v(x_j).
\]

Thus, for every \( j = 0, \ldots, n+1, \) we approximate the evaluations \( u(x_j) \) and \( v(x_j) \) by the values \( u_j \) and \( v_j, \) where \( u_j = v_j = 0 \) if \( j \notin \{1, \ldots, n\} \) and the vectors \( u = (u_1, \ldots, u_n)^T \) and \( v = (v_1, \ldots, v_n)^T \) solve the linear system

\[
-\sum_{k=1}^{d} a_{kk}(x_j) \frac{u_j+e_k - 2u_j + u_j-e_k}{h_k^2} \\
-\sum_{\ell,k=1, \ell \neq k}^{d} a_{\ell k}(x_j) \frac{u_j+e_k - u_j+e_k-e_k - u_j-e_k+e_k + u_j-e_k-e_k}{4h_\ell h_k} \\
+\sum_{k=1}^{d} s_k(x_j) \frac{u_j+e_k - u_j-e_k}{2h_k} + \sum_{k=1}^{d} b_k(x_j) \frac{v_j+e_k - v_j-e_k}{2h_k} = f(x_j), \\
\sum_{k=1}^{d} c_k(x_j) \frac{u_j+e_k - u_j-e_k}{2h_k} + \rho(x_j)v_j = g(x_j),
\]

for \( j = 1, \ldots, n. \) This linear system can be written in matrix form as follows:

\[
(6.3)
\begin{align*}
A_n \begin{bmatrix} u \\ v \end{bmatrix} &= \begin{bmatrix} f \\ g \end{bmatrix},
\end{align*}
\]

where \( f = [f(x_j)]_{j=1}^{n}, g = [g(x_j)]_{j=1}^{n}, \)

\[
A_n = \begin{bmatrix} B_n & C_n \\ D_n & E_n \end{bmatrix},
\]

\[
B_n = \sum_{\ell,k=1}^{d} K_{n,\ell k}(a_{\ell k}) + \sum_{k=1}^{d} H_{n,k}(s_k),
\]

\[
C_n = \sum_{k=1}^{d} H_{n,k}(b_k),
\]

\[
D_n = \sum_{k=1}^{d} H_{n,k}(c_k),
\]

\[
E_n = I_n(\rho),
\]
and the matrices $K_{n,\ell k}(\alpha), H_{n,k}(\alpha), I_n(\alpha)$ are defined for all functions $\alpha : [0,1]^d \to \mathbb{C}$ by

\[
K_{n,\ell k}(\alpha) = \frac{1}{h_k h_k} \left( \text{diag } \alpha(x_j) \right) K_{n,\ell k}, \quad \ell, k = 1, \ldots, d,
\]

\[
H_{n,k}(\alpha) = \frac{1}{h_k} \left( \text{diag } \alpha(x_j) \right) H_{n,k}, \quad k = 1, \ldots, d,
\]

\[
I_n(\alpha) = \left( \text{diag } \alpha(x_j) \right) I_n,
\]

with $K_{n,\ell k}, H_{n,k}, I_n$ being defined by their actions on a generic vector $w \in \mathbb{R}^{N(n)}$ as follows:

\[
(K_{n,kk}w)_j = -w_{j-e_k} + 2w_j - w_{j+e_k}, \quad j = 1, \ldots, n,
\]

for $k = 1, \ldots, d$,

\[
(K_{n,\ell k}w)_j = -\frac{1}{4} (w_{j-e_{\ell}-e_k} - w_{j-e_{\ell}+e_k} - w_{j+e_{\ell}-e_k} + w_{j+e_{\ell}+e_k}), \quad j = 1, \ldots, n,
\]

for $\ell, k = 1, \ldots, d$ with $\ell \neq k$,

\[
(H_{n,k}w)_j = \frac{1}{2} (w_{j-e_{k}} + w_{j+e_{k}}), \quad j = 1, \ldots, n,
\]

for $k = 1, \ldots, d$,

\[
(I_nw)_j = w_j, \quad j = 1, \ldots, n.
\]

In (6.4)–(6.7), it is assumed that $w_i = 0$ whenever $i \notin \{1, \ldots, n\}$. It is clear that $I_n = I_{N(n)}$.

For the matrices $K_{n,\ell k}, H_{n,k}$ we have the following result [41, Remark 7.4].

**Lemma 6.1.** For every $n \in \mathbb{N}^d$, we have

\[
K_{n,kk} = T_n(2 - 2 \cos \theta_k), \quad k = 1, \ldots, d,
\]

\[
K_{n,\ell k} = T_n(\sin \theta_{\ell} \sin \theta_k), \quad \ell, k = 1, \ldots, d, \quad \ell \neq k,
\]

\[
H_{n,k} = -iT_n(\sin \theta_k), \quad k = 1, \ldots, d.
\]

In particular,

\[
K_{n,\ell k} = T_n(H_{\ell k}), \quad \ell, k = 1, \ldots, d,
\]

where $H(\theta)$ is the $d \times d$ symmetric matrix defined as follows:

\[
H_{\ell k}(\theta) = \begin{cases} 
2 - 2 \cos \theta_k, & \text{if } \ell = k, \\
\sin \theta_{\ell} \sin \theta_k, & \text{if } \ell \neq k.
\end{cases}
\]

**GLT analysis of the FD discretization matrices.** In what follows, we assume that $n + 1 = \gamma n$, where $\gamma \in \mathbb{Q}^d$ is a fixed vector with positive components and $n$ varies in the infinite subset of $\mathbb{N}$ such that $n + 1 = \gamma n \in \mathbb{N}^d$. This assumption essentially says that each stepsize $h_i = \frac{1}{n^2+1}$ tends to 0 with the same asymptotic speed as the others. The linear system (6.3) is equivalent to

\[
\begin{bmatrix} n^{-1} I_{N(n)} & O \\
O & I_{N(n)} \end{bmatrix} A_n \begin{bmatrix} n^{-1} I_{N(n)} & O \\
O & I_{N(n)} \end{bmatrix} \begin{bmatrix} nu \\
g \end{bmatrix} = \begin{bmatrix} n^{-1} f \\
g \end{bmatrix} \iff \hat{A}_n \begin{bmatrix} nu \\
g \end{bmatrix} = \begin{bmatrix} n^{-1} f \\
g \end{bmatrix}
\]
where

\[
\hat{A}_n = \begin{bmatrix}
  n^{-2}B_n & n^{-1}C_n \\
  n^{-1}D_n & E_n
\end{bmatrix}.
\]

In the main result of this section (Theorem 6.3), we show that \(\{\Pi_{n,2}\hat{A}_n\Pi_{n,2}^T\}_n\) is a \(d\)-level 2-block GLT sequence whose symbol \(\kappa(x, \theta)\) is a \(2 \times 2\) matrix-valued function obtained by replacing the \(d\)-level (1-block) GLT sequences \(\{n^{-2}B_n\}_n\), \(\{n^{-1}C_n\}_n\), \(\{n^{-1}D_n\}_n\), \(\{E_n\}_n\) appearing in (6.8) with the corresponding symbols.\(^2\)

To prove Theorem 6.3, we need the following lemma; see [41, statement and proof of Theorem 7.2]. Recall that \(S_n(a)\) denotes the \(n\)th \((d\)-level\) arrow-shaped sampling matrix generated by \(a\), as defined at the end of Section 2.7.

**Lemma 6.2.** Let \(a : [0, 1]^d \to \mathbb{C}\) be continuous, and let \(f(\theta) = \sum_{j=-\infty}^\infty f_j e^{ij\theta}\) be a \(d\)-variate trigonometric polynomial. Then,

\[
|S_n(a) \circ T_n(f) - D_n(a)T_n(f)|_1, |S_n(a) \circ T_n(f) - D_n(a)T_n(f)|_\infty \\
\leq (2|\theta|_\infty + 1)^d \|f\|_\infty \omega_a\left(\frac{|\theta|_\infty}{\min(n)}\right)
\]

for every \(n \in \mathbb{N}^d\), and

\[\{S_n(a) \circ T_n(f)\}_n \sim_{\text{GLT}} a(x)f(\theta)\]

for every sequence \(\{n = n(n)\}_n \subseteq \mathbb{N}^d\) such that \(n \to \infty\) as \(n \to \infty\).

**Theorem 6.3.** Suppose that the following conditions on the PDE coefficients are satisfied:

- for every \(\ell, k = 1, \ldots, d\), the function \(a_{\ell k} : [0, 1]^d \to \mathbb{R}\) belongs to \(C([0, 1]^d)\) and its partial derivatives \(\partial a_{\ell k}/\partial x_1, \ldots, \partial a_{\ell k}/\partial x_d : [0, 1]^d \to \mathbb{R}\) are bounded,
- for every \(k = 1, \ldots, d\), the functions \(b_k, c_k, \rho : [0, 1]^d \to \mathbb{R}\) belong to \(C([0, 1]^d)\).

Let \(\gamma \in \mathbb{Q}^d\) be a vector with positive components and assume that \(n + 1 = \gamma n\) (it is understood that \(n\) varies in the infinite subset of \(\mathbb{N}\) such that \(n \to \infty\) as \(n \to \infty\)). Then,

\[
\{\Pi_{n,2}\hat{A}_n\Pi_{n,2}^T\}_n \sim_{\text{GLT}} \kappa(\gamma)(x, \theta) = \begin{bmatrix}
  \kappa_{11}^{(\gamma)}(x, \theta) & \kappa_{12}^{(\gamma)}(x, \theta) \\
  \kappa_{21}^{(\gamma)}(x, \theta) & \rho(x)
\end{bmatrix},
\]

where

\[
\kappa_{11}^{(\gamma)}(x, \theta) = \sum_{\ell, k=1}^d \gamma_{\ell} \gamma_k a_{\ell k}(x) H_{\ell k}(\theta),
\]

\[
\kappa_{12}^{(\gamma)}(x, \theta) = -i \sum_{k=1}^d \gamma_k b_k(x) \sin \theta_k,
\]

\[
\kappa_{21}^{(\gamma)}(x, \theta) = -i \sum_{k=1}^d \gamma_k c_k(x) \sin \theta_k,
\]

and \(H(\theta)\) is defined in Lemma 6.1. Moreover, we have

\[(\hat{A}_n)_n \sim_{\sigma} \kappa^{(\gamma)}(x, \theta).\]

\(^2\)We shall see in the proof of Theorem 6.3 that \(\{n^{-2}B_n\}_n\), \(\{n^{-1}C_n\}_n\), \(\{n^{-1}D_n\}_n\), \(\{E_n\}_n\) are indeed \(d\)-level GLT sequences.
If in addition $c_k = -b_k$ for every $k = 1, \ldots, d$, then we also have
\begin{equation}
\{ \hat{A}_n \}_n \sim \kappa(\gamma)(x, \theta).
\end{equation}

Proof. The proof consists of the following steps.

Step 1. Consider the sequences $\{ n^{-2}B_n \}_n$, $\{ n^{-1}C_n \}_n$, $\{ n^{-1}D_n \}_n$, $\{ E_n \}_n$, which “compose” the sequence $\{ \hat{A}_n \}_n$. In Step 2, we show that these sequences are $d$-level GLT sequences, and precisely that
\begin{align}
\{ n^{-2}B_n \}_n & \sim_{\text{GLT}} \kappa^{(1)}_{11}(x, \theta), \\
\{ n^{-1}C_n \}_n & \sim_{\text{GLT}} \kappa^{(2)}_{12}(x, \theta), \\
\{ n^{-1}D_n \}_n & \sim_{\text{GLT}} \kappa^{(3)}_{21}(x, \theta), \\
\{ E_n \}_n & \sim_{\text{GLT}} \rho(x).
\end{align}

Once this is done, the GLT relation (6.9) follows immediately from GLT 6, and the singular value distribution (6.10) follows from (6.9) and GLT 1. We then prove in Step 3 the eigenvalue distribution (6.11) under the additional assumption that $b_k = -c_k$, for all $k = 1, \ldots, d$.

Step 2. To prove the GLT relations (6.12)–(6.15) it suffices to prove the following:
\begin{align}
\{ n^{-2}K_{n,\ell k}(\alpha) \}_n & \sim_{\text{GLT}} \gamma \gamma_k \alpha(x) H_{\ell k}(\theta), \quad \ell, k = 1, \ldots, d, \quad \alpha \in C([0, 1]^d), \\
\{ n^{-1}H_{n, k}(\alpha) \}_n & \sim_{\text{GLT}} -i \gamma_k \alpha(x) \sin \theta_k, \quad k = 1, \ldots, d, \quad \alpha \in C([0, 1]^d), \\
\{ I_n(\alpha) \}_n & \sim_{\text{GLT}} \alpha(x), \quad \alpha \in C([0, 1]^d).
\end{align}

Actually, we only prove (6.17) because the proofs of (6.16) and (6.18) are completely analogous. By T 3, the definition of $H_{n, k}(\alpha)$, and Lemma 6.1,
\begin{align}
\| n^{-1}H_{n, k}(\alpha) + i \gamma_k D_n(\alpha) T_n(\sin \theta_k) \| & \leq \gamma_k \left\| \frac{\text{diag}}{j=1, \ldots, n} \alpha(x_j) - D_n(\alpha) \right\| \| T_n(\sin \theta_k) \| \\
& \leq \gamma_k \max_{j=1, \ldots, n} \left| \alpha(x_j) - \alpha\left(\frac{j}{n}\right) \right| \\
& \leq \gamma_k \omega_{\alpha}\left(\frac{1}{\min(n)}\right).
\end{align}

As $\omega_{\alpha}(1/\min(n)) \to 0$ for $n \to \infty$, we have $\{ n^{-1}H_{n, k}(\alpha) + i \gamma_k D_n(\alpha) T_n(\sin \theta_k) \}_n \sim_{\sigma} 0$ by Z 1, and so GLT 3 and GLT 4 immediately yield (6.17).

Step 3. We prove the eigenvalue distribution (6.11) in the case where $c_k = -b_k$ for all $k = 1, \ldots, d$. In this case, we have $D_n = -C_n$ and
\[ \hat{A}_n = \begin{bmatrix} n^{-2}B_n & n^{-1}C_n \\ -n^{-1}C_n & E_n \end{bmatrix}. \]

Consider the symmetric approximation of $\hat{A}_n$ given by
\[ \tilde{A}_n = \begin{bmatrix} n^{-2}\tilde{B}_n & n^{-1}\tilde{C}_n \\ -n^{-1}\tilde{C}_n & E_n \end{bmatrix}, \]

where
\[ \tilde{B}_n = \sum_{\ell, k=1}^d \tilde{K}_{n, \ell k}(a_{\ell k}), \quad \tilde{C}_n = \sum_{k=1}^d \tilde{H}_{n, k}(b_k), \]
and the matrices $\tilde{K}_{n,\ell k}(\alpha), \tilde{H}_{n,k}(\alpha)$ are defined for all $\alpha : [0,1]^d \to \mathbb{C}$ as follows:

\[
\tilde{K}_{n,\ell k}(\alpha) = \frac{1}{h_k h_k} S_n(\alpha) \circ K_{n,\ell k} = \frac{1}{h_k h_k} S_n(\alpha) \circ T_n(H_{\ell k}), \quad \ell, k = 1, \ldots, d,
\]

\[
\tilde{H}_{n,k}(\alpha) = \frac{1}{h_k} S_n(\alpha) \circ H_{n,k} = -\frac{1}{h_k} S_n(\alpha) \circ T_n(\sin \theta_k), \quad k = 1, \ldots, d.
\]

Using $T_3$, Lemmas 6.1, 6.2, and the assumptions on the PDE coefficients, it can be shown that both $\|A_n - \hat{A}_n\|_1$ and $\|A_n - \hat{A}_n\|_\infty$ tend to 0 as $n \to \infty$, and, consequently, $\|A_n - \hat{A}_n\| \to 0$ as $n \to \infty$ by $N1$. Thus, setting $A'_{n} = \Pi_{n,2} A_{n} \Pi_{n,2}^T$ and $A'_n = \Pi_{n,2} A_{n} \Pi_{n,2}$, we have $\|A'_n - \hat{A}'_n\| = \|A_n - \hat{A}_n\| \to 0$ as $n \to \infty$. Therefore, we finally obtain the estimate $\|A'_n - \hat{A}'_n\|_2 \leq \sqrt{2N(n)} \|A'_n - \hat{A}'_n\| = o(\sqrt{\lambda(n)})$ as $n \to \infty$. By $GLT2$ applied to the decomposition $A'_n = \hat{A}'_n + (A'_n - \hat{A}'_n)$, taking into account the symmetry of $\hat{A}'_n$, and the fact that $\{\hat{A}'_n\}_n \sim_{GLT} k(\gamma)(x, \theta)$ by (6.9), we infer that $\{\hat{A}'_n\}_n \sim_{\lambda} k(\gamma)(x, \theta)$, which immediately implies (6.11).

**6.2. Higher-order FE discretization of diffusion equations.** Consider the diffusion problem

\[
\begin{cases}
- \nabla \cdot A \nabla u = f, & \text{in } (0,1)^d, \\
\quad u = 0, & \text{on } \partial((0,1)^d),
\end{cases}
\]

(6.19)

\[
\begin{cases}
- \sum_{\ell,q=1}^{d} \frac{\partial}{\partial x_\ell} (a_{\ell q} \frac{\partial u}{\partial x_q}) = f, & \text{in } (0,1)^d, \\
\quad u = 0, & \text{on } \partial((0,1)^d),
\end{cases}
\]

where $a_{\ell q}, f$ are given functions and $A = [a_{\ell q}]_{\ell,q=1}^{d}$. In this section we consider the higher-order FE discretization of (6.19). Through the theory of multilevel block $GLT$ sequences we show that the corresponding sequence of (normalized) FE discretization matrices enjoys a spectral distribution described by a $N(p - k) \times N(p - k)$ matrix-valued function, where $p$, and $k$, represent, respectively, the degree and the smoothness in the $i$th direction of the piecewise polynomial functions involved in the FE approximation. Note that this result essentially proves [44, Conjecture 2].

**FE discretization.** The weak form of (6.19) reads as follows [21, Chapter 9]: find $u \in H^1_0((0,1)^d)$ such that

\[
a(u, w) = f(w), \quad \forall \ w \in H^1_0((0,1)^d),
\]

where

\[
a(u, w) = \int_{(0,1)^d} (\nabla w)^T A \nabla u, \quad f(w) = \int_{(0,1)^d} f \ w.
\]

In the FE method [54], we fix a set of basis functions $\{\varphi_1, \ldots, \varphi_N\} \subset H^1_0((0,1)^d)$ and we look for an approximation of the exact solution in the space $\mathcal{W} = \text{span}(\varphi_1, \ldots, \varphi_N)$ by solving the following discrete problem: find $u_{\mathcal{W}} \in \mathcal{W}$ such that

\[
a(u_{\mathcal{W}}, w) = f(w), \quad \forall \ w \in \mathcal{W}.
\]

Since $\{\varphi_1, \ldots, \varphi_N\}$ is a basis of $\mathcal{W}$, we can write $u_{\mathcal{W}} = \sum_{j=1}^{N} u_j \varphi_j$ for a unique vector $u = (u_1, \ldots, u_N)^T$. By linearity, the computation of $u_{\mathcal{W}}$ (i.e., of $u$) reduces to solving the
We collect here a few properties of $f$ where $p$

The support of the B-splines form a non-negative partition of unity over $[0, 1]$. For the formal definition of B-splines as well as for the proof of the properties listed below, let $B_1, [p, k], \ldots, B_{n(p-k)+k+1, [p, k]} : \mathbb{R} \to \mathbb{R}$ be the B-splines of degree $p$ and smoothness $C^k$ defined on the knot sequence

(6.21) \[ \{ \tau_1, \ldots, \tau_{n(p-k)+p+k+2} \} = \left\{ \frac{0, \ldots, 0}{p+1}, \frac{n}{n}, \ldots, \frac{1}{n} \frac{n}{p-k}, \ldots, \frac{2}{n} \frac{n}{p-k}, \ldots, \frac{n-1}{n} \frac{n}{p-k}, \frac{1}{n} \right\}. \]

We collect here a few properties of $B_1, [p, k], \ldots, B_{n(p-k)+k+1, [p, k]}$ that we shall need later on. For the formal definition of B-splines as well as for the proof of the properties listed below, see [24, 60].

- The support of the $i$th B-spline is given by

(6.22) \[ \text{supp}(B_i, [p, k]) = [\tau_i, \tau_{i+p+1}], \quad i = 1, \ldots, n(p-k) + k + 1. \]

In particular, for the measure of the support we have

(6.23) \[ \mu_1(\text{supp}(B_i, [p, k])) \leq \frac{p+1}{n}, \quad i = 1, \ldots, n(p-k) + k + 1. \]

- Except for the first and the last ones, all the other B-splines vanish on the boundary of $[0, 1]$, i.e.,

(6.24) \[ B_i, [p, k](0) = B_i, [p, k](1) = 0, \quad i = 2, \ldots, n(p-k) + k. \]

- \{ $B_1, [p, k], \ldots, B_{n(p-k)+k+1, [p, k]}$ \} is a basis for the space of piecewise polynomial functions of degree $p$ and smoothness $C^k$, that is,

\[ V_{n, [p, k]} = \{ v \in C^k([0, 1]) : v|_{\left( \frac{i}{n}, \frac{i+1}{n} \right)} \in \mathbb{P}_p \text{ for } i = 0, \ldots, n-1 \}, \]

where $\mathbb{P}_p$ is the space of polynomials of degree less than or equal to $p$. Moreover, \{ $B_2, [p, k], \ldots, B_{n(p-k)+k, [p, k]}$ \} is a basis for the space

\[ W_{n, [p, k]} = \{ w \in V_{n, [p, k]} : w(0) = w(1) = 0 \}. \]

- The B-splines form a non-negative partition of unity over $[0, 1]$: \[ B_{i, [p, k]} \geq 0 \text{ over } \mathbb{R}, \quad i = 1, \ldots, n(p-k) + k + 1, \]

(6.25) \[ \sum_{i=1}^{n(p-k)+k+1} B_{i, [p, k]} = 1 \text{ over } [0, 1]. \]
The derivatives of the B-splines satisfy

$$\sum_{i=1}^{n(p-k)+k+1} |B'_{i,[p,k]}| \leq C_p n \quad \text{over } \mathbb{R},$$

(6.27)

where $C_p$ is a constant depending only on $p$. Note that the derivatives $B'_{i,[p,k]}$ may not be defined at some of the grid points $0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, 1$ in the case of $C^0$ smoothness ($k = 0$). In (6.27) it is assumed that the undefined values are excluded from the summation.

For every $y = (y_1, \ldots, y_{n(p-k)+k+1}) \in \mathbb{R}^{n(p-k)+k+1}$, we have

$$\left\| \sum_{i=1}^{n(p-k)+k+1} y_i B_{i,[p,k]} \right\|_{L^2([0,1])}^2 = \int_0^1 \left( \sum_{i=1}^{n(p-k)+k+1} y_i B_{i,[p,k]} \right)^2 \geq c_p \|y\|^2,$$

(6.28)

where $c_p$ is a constant depending only on $p$.

All the B-splines, except for the first $k+1$ and the last $k+1$, are uniformly shifted-scaled versions of $p-k$ fixed reference functions $\beta_{1,[p,k]}, \ldots, \beta_{p-k,[p,k]}$, namely the first $p-k$ B-splines defined on the reference knot sequence

$$0, \ldots, 0, 1, \ldots, 1, \ldots, \eta, \ldots, \eta, \ldots, \eta \quad \eta = \left\lceil \frac{p+1}{p-k} \right\rceil.$$

The precise formula we shall need later on is the following: setting

$$\nu = \left\lceil \frac{k+1}{p-k} \right\rceil,$$

(6.29)

then, for the B-splines $B_{k+1,[p,k]}, \ldots, B_{k+1+(n-\nu)(p-k)+[p,k]}$, we have

$$B_{k+1+(p-k)(r-1)+q,[p,k]}(x) = \beta_{q,[p,k]}(nx-r+1),$$

$$r = 1, \ldots, n-\nu, \quad q = 1, \ldots, p-k.$$

We point out that the supports of the reference B-splines $\beta_{q,[p,k]}$ satisfy

$$\text{supp}(\beta_{1,[p,k]}) \subseteq \text{supp}(\beta_{2,[p,k]}) \subseteq \ldots \subseteq \text{supp}(\beta_{p-k,[p,k]}) = [0, \eta].$$

Figures 6.1 and 6.2 display the graphs of the B-splines $B_{1,[p,k]}, \ldots, B_{n(p-k)+k+1,[p,k]}$ for the degree $p = 3$ and the smoothness $k = 1$ and the graphs of the associated reference B-splines $\beta_{1,[p,k]}, \beta_{2,[p,k]}$.

Now, for $p, n \geq 1$ and $0 \leq k \leq p - 1$, define the tensor-product $p$-degree $C^k$ B-splines

$$B_{i,[p,k]} = B_{i_1,[p_1,k_1]} \otimes \cdots \otimes B_{i_d,[p_d,k_d]}, \quad i = 1, \ldots, n(p-k) + k + 1,$$

where $B_{i_j,[p_j,k_j]}$, $i_j = 1, \ldots, n_j(p_j - k_j) + k_j + 1$, are the B-splines $B_{i,[p,k]}$, $i = 1, \ldots, n(p-k) + k + 1$, corresponding to $n = n_j$, $p = p_j$, $k = k_j$. Let

$$\tau_i = (\tau_{i_1}, \ldots, \tau_{i_d}), \quad i = 1, \ldots, n(p-k) + p + k + 2,$$

where $\{\tau_i : i_j = 1, \ldots, n_j(p_j - k_j) + p_j + k_j + 2\}$ is the knot sequence $\{\tau_i : i = 1, \ldots, n(p-k) + p + k + 2\}$ in (6.21) corresponding to $n = n_j$, $p = p_j$, $k = k_j$. As a consequence
where $A$ may not be defined at some of the grid points (6.22)–(6.27), we have

\begin{align}
\text{(6.31)} & \quad \text{supp}(B_i,[p,k]) = [\tau_i, \tau_{i+p+1}], \quad i = 1, \ldots, n(p-k)+k+1, \\
\text{(6.32)} & \quad \mu_d(\text{supp}(B_i,[p,k])) \leq N\left(\frac{p+1}{n}\right), \quad i = 1, \ldots, n(p-k)+k+1, \\
\text{(6.33)} & \quad B_{i,[p,k]} = 0 \quad \text{over } \partial([0,1]^d), \quad i = 2, \ldots, n(p-k)+k, \\
\text{(6.34)} & \quad B_{i,[p,k]} \geq 0 \quad \text{over } \mathbb{R}^d, \quad i = 1, \ldots, n(p-k)+k+1, \\
\text{(6.35)} & \quad \sum_{i=1}^{n(p-k)+k+1} B_{i,[p,k]} = 1 \quad \text{over } [0,1]^d, \\
\text{(6.36)} & \quad \sum_{i=1}^{n(p-k)+k+1} \left| \frac{\partial B_{i,[p,k]}}{\partial x_\ell} \right| \leq C_{p_\ell} n_\ell \quad \text{over } \mathbb{R}^d,
\end{align}

where $C_{p_\ell}$ is a constant depending only on $p_\ell$. Note that the derivatives $\partial B_{i,[p,k]}/\partial x_\ell$ may not be defined at some of the grid points $j/n$, $j = 0, \ldots, n$, in the case of $C^0$ smoothness in the $\ell$th direction ($k_\ell = 0$). In (6.36) it is assumed that the undefined values are excluded from the summation. The basis functions $\{\varphi_1, \ldots, \varphi_N\} = \{\varphi_1, \ldots, \varphi_{n(p-k)+k-1}\}$ are defined as follows:

\begin{align}
\text{(6.37)} & \quad \varphi_i = B_{i+1,[p,k]}, \quad i = 1, \ldots, n(p-k)+k-1.
\end{align}

In particular, we have $N = N(n(p-k)+k-1)$.

**Higher-order FE discretization matrices.** The stiffness matrix (6.20) resulting from the choice of the basis functions as in (6.37) will be denoted by $A_{n,[p,k]}(A)$:

\begin{align}
A_{n,[p,k]}(A) = \left[ \int_{(0,1)^d} (\nabla B_{i+1,[p,k]})^T A \nabla B_{j+1,[p,k]} \right]_{i,j=1}^{n(p-k)+k-1} = \sum_{\ell,q=1}^d A_{n,[p,k],\ell q}(\alpha_{\ell q}),
\end{align}

**Fig. 6.1.** $B$-splines $B_{1,[p,k]}, \ldots, B_{n(p-k)+k+1,[p,k]}$ for $p = 3$ and $k = 1$, with $n = 10$.

**Fig. 6.2.** Reference $B$-splines $\beta_{1,[p,k]}, \beta_{2,[p,k]}$ for $p = 3$ and $k = 1$. 
where the matrix $A_{n,[p,k],\ell q}(\alpha)$ is defined for all functions $\alpha \in L^1((0,1)^d)$ as follows:

\[(6.39) \quad A_{n,[p,k],\ell q}(\alpha) = \left[ \int_{(0,1)^d} \alpha \partial B_{i+1,[p,k]} \partial B_{j+1,[p,k]} \right]_{i,j=1}^{n(p-k)+k-1}. \]

In the next lemmas, we investigate the structure of the matrix $A_{n,[p,k],\ell q}(\alpha)$ for $\alpha = 1$ identically. This is necessary for the GLT analysis that we tackle below. In view of what follows, for $p, n \geq 1$ and $0 \leq k \leq p - 1$, we define the $(p-k) \times (p-k)$ blocks

\[
K_{[p,k]}^{[\ell]} = \left[ \int_{\mathbb{R}} \beta'_{[p,k]}(t) \beta'_{[p,k]}(t-\ell) dt \right]_{i,j=1}^{p-k}, \quad \ell \in \mathbb{Z},
\]

\[
H_{[p,k]}^{[\ell]} = \left[ \int_{\mathbb{R}} \beta'_{[p,k]}(t) \beta_{[p,k]}(t-\ell) dt \right]_{i,j=1}^{p-k}, \quad \ell \in \mathbb{Z},
\]

\[
M_{[p,k]}^{[\ell]} = \left[ \int_{\mathbb{R}} \beta_{[p,k]}(t) \beta_{[p,k]}(t-\ell) dt \right]_{i,j=1}^{p-k}, \quad \ell \in \mathbb{Z},
\]

and the matrix-valued functions $\kappa_{[p,k]}, \xi_{[p,k]}, \mu_{[p,k]} : [-\pi, \pi] \to \mathbb{C}^{(p-k) \times (p-k)}$,

\[
(6.40) \quad \kappa_{[p,k]}(\theta) = \sum_{\ell \in \mathbb{Z}} K_{[p,k]}^{[\ell]} e^{i\ell \theta} = K_{[p,k]}^{[0]} + \sum_{\ell > 0} \left( K_{[p,k]}^{[\ell]} e^{i\ell \theta} + (K_{[p,k]}^{[\ell]})^T e^{-i\ell \theta} \right),
\]

\[
(6.41) \quad \xi_{[p,k]}(\theta) = \sum_{\ell \in \mathbb{Z}} H_{[p,k]}^{[\ell]} e^{i\ell \theta} = H_{[p,k]}^{[0]} + \sum_{\ell > 0} \left( H_{[p,k]}^{[\ell]} e^{i\ell \theta} - (H_{[p,k]}^{[\ell]})^T e^{-i\ell \theta} \right),
\]

\[
(6.42) \quad \mu_{[p,k]}(\theta) = \sum_{\ell \in \mathbb{Z}} M_{[p,k]}^{[\ell]} e^{i\ell \theta} = M_{[p,k]}^{[0]} + \sum_{\ell > 0} \left( M_{[p,k]}^{[\ell]} e^{i\ell \theta} + (M_{[p,k]}^{[\ell]})^T e^{-i\ell \theta} \right).
\]

Due to the compact support of the reference B-splines $\beta_{[1,[p,k]], \ldots, \beta_{[p-k,[p,k]}$ (see (6.30)), there are only a finite number of nonzero blocks $K_{[p,k]}^{[\ell]}, H_{[p,k]}^{[\ell]}, M_{[p,k]}^{[\ell]}$. Consequently, the series in (6.40)–(6.42) are actually finite sums.

**Notation 6.4.** From now on, we will use the following notation:

- If $p, n \geq 1$, $0 \leq k \leq p - 1$, and $X$ is a matrix of size $n(p-k) + k - 1$, we denote by $\hat{X}$ the principal submatrix of $X$ corresponding to the row and column indices $i, j = k+1, \ldots, k+(n-\nu)(p-k)$, where $\nu = \lceil (k+1)/(p-k) \rceil$ as in (6.29).

- If $p, n \geq 1$, $0 \leq k \leq p - 1$, and $X$ is a matrix of size $n(p-k) + k - 1$, we denote by $\hat{X}$ any block diagonal matrix of the form

\[
\hat{X} = \begin{bmatrix} D_{k(p-k)-k} & X \\ \delta \\ \end{bmatrix} = D_{k(p-k)-k} \oplus X \oplus [\delta],
\]

where $D_{k(p-k)-k}$ is any real diagonal matrix, $\delta \in \mathbb{R}$, and it is understood that the block $D_{k(p-k)-k}$ is not present if $k(p-k)-k = 0$ (i.e., if $k = 0$ or $k = p - 1$). Note that $\hat{X}$ has the following key properties:

- Its size $(n+k)(p-k)$ is a multiple of $p-k$ and is such that the difference $(n+k)(p-k) - (n(p-k) + k - 1) = k(p-k) - k + 1 > 0$ is independent of $n$;

- It contains $X$ as a principal submatrix in such a way that $\hat{X}$ is the principal submatrix of $X$ corresponding to the row and column indices $i, j = k(p-k) + 1, \ldots, k(p-k) + (n-\nu)(p-k)$;
- It satisfies the matrix identity $X = P_{n,[p,k]}^* \hat{X} P_{n,[p,k]}$, where $P_{n,[p,k]}$ is the $(n+k)(p-k) \times (n(p-k) + k - 1)$ matrix given by

$$P_{n,[p,k]} = \begin{bmatrix} I_{n(p-k)+k-1} \\ 0^T \end{bmatrix}.$$ 

- Its eigenvalues (resp., singular values) are given by the eigenvalues (resp., singular values) of $X$ plus further $k(p-k) - k + 1$ eigenvalues (resp., singular values) that are equal to $\delta_1, \ldots, \delta_{k(p-k)-k}, \delta$ (resp., $|\delta_1|, \ldots, |\delta_{k(p-k)-k}|, |\delta|$), where $\delta_1, \ldots, \delta_{k(p-k)-k}$ are the diagonal entries of $D_{k(p-k)-k}$.

Throughout this work, whenever we formulate a statement regarding $\hat{X}$ without further specifications, it is understood that the statement holds for any $X$, whatever $D_{k(p-k)-k}$ and $\delta$.

- If $p, n \geq 1$, $0 \leq k \leq p-1$, and $X$ is a matrix of size $n(p-k) + k - 1$, we denote by $\hat{X}^0$ (resp., $\hat{X}^1$) the matrix $\hat{X}$ corresponding to the choice $D_{k(p-k)-k} = O_{k(p-k)-k}$ and $\delta = 0$ (resp., $D_{k(p-k)-k} = 1_{k(p-k)-k}$ and $\delta = 1$). The matrix $\hat{X}^0$ satisfies not only the matrix identity $X = P_{n,[p,k]}^* \hat{X}^0 P_{n,[p,k]}$, but also the inverse matrix identity $\hat{X}^0 = P_{n,[p,k]} X P_{n,[p,k]}^*$.

- If $p, n \geq 1$, $0 \leq k \leq p-1$, and $X$ is a matrix of size $N(n(p-k) + k - 1)$, we define the matrix $\hat{X}^0$ of size $N((n+k)(p-k))$ as follows:

$$\hat{X}^0 = P_{n,[p,k]} X P_{n,[p,k]}^*,$$

where $P_{n,[p,k]} = P_{n,[p_1,k_1]} \otimes \cdots \otimes P_{n,[p_d,k_d]}$ and $P_{n,[p],[k]}$ is the matrix $P_{n,[p,k]}$ with $n, p, k$ replaced by $n_i, p_i, k_i$. Using $\textbf{P}8$, it can be shown that $P_{n,[p,k]}$ is a matrix of 0 and 1, in which every row possesses at most one 1 and every column possesses exactly one 1. Moreover, by $\textbf{P}4$,

$$(6.43) \quad P_{n,[p,k]}^* P_{n,[p,k]} = I_{N(n(p-k)+k-1)}.$$

The matrix $\hat{X}^0$ has the following key properties:

- $X$ is the principal submatrix of $\hat{X}^0$ corresponding to the indices $k(p-k) - k + 1, \ldots, k(p-k) + n(p-k) - 1$. Indeed, for all $i, j = 1, \ldots, n(p-k) + k - 1$, by $\textbf{P}8$ we have

$$(\hat{X}^0)^{(k(p-k)-k+i,k(p-k)-k+j)} = (P_{n,[p,k]} X P_{n,[p,k]}^*)^{k(p-k)-k+i,k(p-k)-k+j} \sum_{a,b=1}^{n(p-k)+k-1} X_{ab} (P_{n,[p,k]}^*)^{k(p-k)-k+i,a} (P_{n,[p,k]}^*)^{b,k(p-k)-k+j} \sum_{a,b=1}^{n(p-k)+k-1} X_{ab} \prod_{r=1}^{d} (P_{n,[p_i,k_i]}^*)^{k_r,(p_r-k_r)-k_r+i_r,a_r} (P_{n,[p_i,k_i]}^*)^{b_r,(p_r-k_r)-k_r+j_r,b_r} \sum_{a,b=1}^{n(p-k)+k-1} X_{ij}.$$
If $X = X_1 \otimes \cdots \otimes X_d$ with $X_i$ of size $n_i(p_i - k_i) + k_i - 1$, then, by P4,

\[
\bar{X}^0 = P_{n,[p,k]} X P_{n,[p,k]}^* = n_{[p,k]} \left( X_1 \otimes \cdots \otimes X_d \right) P_{n,[p,k]}^* = \bar{X}^0_1 \otimes \cdots \otimes \bar{X}^0_d,
\]

\[
X = X_1 \otimes \cdots \otimes X_d = P_{n,[p,k]}^* \bar{X}^0_1 P_{n,[p,k]} \otimes \cdots \otimes P_{n,[p,k]}^* \bar{X}^0_d P_{n,[p,k]}.
\]

Since any matrix $X$ of size $N(n(p-k)+k-1)$ can be written as a linear combination of tensor products of the form $X_1 \otimes \cdots \otimes X_d$ with $X_i$ of size $n_i(p_i - k_i) + k_i - 1$, we infer that the equalities

\[
\bar{X}^0 = P_{n,[p,k]} X P_{n,[p,k]}^*,
\]

\[
X = P_{n,[p,k]}^* \bar{X}^0 P_{n,[p,k]},
\]

actually hold for all matrices $X$ of size $N(n(p-k)+k-1)$.

- If $i \in \{1, \ldots, (n+k)(p-k)\}$ is an index such that the $i$th row of $P_{n,[p,k]}$ is zero, then the $i$th row and column of $\bar{X}^0$ are zero. This can be verified by direct computation.

- If $p, n \geq 1, 0 \leq k \leq p - 1$, and $X$ is a matrix of size $N(n(p-k)+k-1)$, we define

\[
\bar{X}^1 = \bar{X}^0 + R_{n,[p,k]}^0,
\]

where $R_{n,[p,k]}^0$ is the $N((n+k)(p-k)) \times N((n+k)(p-k))$ diagonal matrix of 0 and 1 such that $(R_{n,[p,k]}^0)_{ii} = 1$ if and only if the $i$th row of $P_{n,[p,k]}$ is zero. Note that

\[
\text{rank}(R_{n,[p,k]}^0) = N((n+k)(p-k)) - N(n(p-k)+k-1),
\]

\[
(n_{[p,k]}^* P_{n,[p,k]} P_{n,[p,k]}^* O = P_{n,[p,k]}^* R_{n,[p,k]}^0 P_{n,[p,k]}),
\]

\[
(R_{n,[p,k]}^0)^2 = R_{n,[p,k]}^0,
\]

\[
P_{n,[p,k]}^* P_{n,[p,k]} + R_{n,[p,k]}^0 = I_{N((n+k)(p-k))}.
\]

The matrix $\bar{X}^1$ has the following properties:

- The eigenvalues (resp., singular values) of $\bar{X}^1$ coincide with the eigenvalues (resp., singular values) of $X$ plus further $N((n+k)(p-k)) - N(n(p-k)+k-1)$ eigenvalues (resp., singular values) that are equal to 1. Indeed, if $\bar{P}_{n,[p,k]}$ is the square matrix of size $N(n(p-k)+k-1)$ obtained from $P_{n,[p,k]}$ by deleting the zero rows, then $\bar{P}_{n,[p,k]}$ is a permutation matrix and, by (6.46), and the definition of $R_{n,[p,k]}^0$, we have

\[
\det(\bar{X}^1 - \lambda I) = \det(P_{n,[p,k]} X P_{n,[p,k]}^* + R_{n,[p,k]}^0 - \lambda I)
\]

\[
= \det(P_{n,[p,k]} X P_{n,[p,k]}^* + R_{n,[p,k]}^0 - \lambda P_{n,[p,k]} P_{n,[p,k]}^* + R_{n,[p,k]}^0 - \lambda R_{n,[p,k]}^0)
\]

\[
= \det(P_{n,[p,k]} (X - \lambda I) P_{n,[p,k]}^* + (1 - \lambda) R_{n,[p,k]}^0)
\]

\[
= (1 - \lambda)^{N((n+k)(p-k)) - N(n(p-k)+k-1)} \det(\bar{P}_{n,[p,k]} (X - \lambda I) \bar{P}_{n,[p,k]}^*)
\]

\[
= (1 - \lambda)^{N((n+k)(p-k)) - N(n(p-k)+k-1)} \det(X - \lambda I),
\]

and, similarly,

\[
\det(\bar{X}^1^* \bar{X}^1 - \lambda I) = (1 - \lambda)^{N((n+k)(p-k)) - N(n(p-k)+k-1)} \det(X^* X - \lambda I).
\]
If $X$ is invertible then $\hat{X}^{-1}$ is invertible as well and

$$
(\hat{X}^{-1})^{-1} = P_{n,[p,k]} P^{-1}_{n,[p,k]} + R_{n,[p,k]}^0 \quad (X^{-1})^{-1}.
$$

Indeed, by (6.43), (6.44), and (6.45), we have

$$
\hat{X}^{-1} (X^{-1})^{-1} = (X^0 + R_{n,[p,k]}^0) (X^{-1})^{-1} + R_{n,[p,k]}^0
$$

$$
= (P_{n,[p,k]} X P_{n,[p,k]}^* + R_{n,[p,k]}^0) (P_{n,[p,k]} X^{-1} P_{n,[p,k]}^* + R_{n,[p,k]}^0)
$$

$$
= P_{n,[p,k]} X P_{n,[p,k]}^* P_{n,[p,k]} X^{-1} P_{n,[p,k]}^* + P_{n,[p,k]} X P_{n,[p,k]}^* R_{n,[p,k]}^0
$$

$$
+ R_{n,[p,k]}^0 P_{n,[p,k]} X^{-1} P_{n,[p,k]}^* + (R_{n,[p,k]}^0)^2
$$

$$
= P_{n,[p,k]} P_{n,[p,k]}^* + R_{n,[p,k]}^0 = I.
$$

**Lemma 6.5.** Let $p, n \geq 1$ and $0 \leq k \leq p - 1$. Then,

$$
A_{n,[p,k],\ell q}(1) = \left( \bigotimes_{r=1}^{q-1} M_{n,[p_k,r,k]} \right) \otimes K_{n,[p_k,q,k]} \otimes \left( \bigotimes_{r=q+1}^{d} M_{n,[p_k,r,k]} \right),
$$

for $q = 1, \ldots, d$, and

$$
A_{n,[p,k],\ell q}(1) = A_{n,[p,k],\ell q}(1)
$$

$$
= - \left( \bigotimes_{r=1}^{\ell-1} M_{n,[p_k,r,k]} \right) \otimes H_{n,[p_k,q,k]} \otimes \left( \bigotimes_{r=q+1}^{d} M_{n,[p_k,r,k]} \right)
$$

for $1 \leq \ell < q \leq d$, where the matrices $K_{n,[p,k]}, H_{n,[p,k]}, M_{n,[p,k]}$ are defined in terms of the B-splines $B_{2,[p,k]}, \ldots, B_{n(p-k)+1,[p,k]}$ as follows:

$$
K_{n,[p,k]} = \left[ \int_0^1 B_{j+1,[p,k]}(x) B_{j+1,[p,k]}(x) dx \right]_{i,j=1}^{n(p-k)+k-1}
$$

$$
H_{n,[p,k]} = \left[ \int_0^1 B_{j+1,[p,k]}(x) B_{j+1,[p,k]}(x) dx \right]_{i,j=1}^{n(p-k)+k-1}
$$

$$
M_{n,[p,k]} = \left[ \int_0^1 B_{j+1,[p,k]}(x) B_{j+1,[p,k]}(x) dx \right]_{i,j=1}^{n(p-k)+k-1}.
$$

**Proof.** We only prove (6.48) because (6.47) is proved in the same way. For convenience, throughout this proof we write $B_{i+1,[p,k]}$ instead of $B_{i+1,[p,k]}$ and $B_{i+1,[p,k]}$ instead of $B_{i+1,[p,k]}$.

In view of (6.39), for $1 \leq \ell < q \leq d$ and $i, j = 1, \ldots, n(p-k)+k-1$, we have

$$
(A_{n,[p,k],\ell q}(1))_{ij} = \int_{(0,1)^d} \frac{\partial B_{j+1}}{\partial x_{\ell}}(x) \frac{\partial B_{j+1}}{\partial x_{q}}(x) dx
$$
where the last equality follows from P8. □

**Lemma 6.6.** Let \( p, n \geq 1 \) and \( 0 \leq k \leq p - 1 \). Then, for the matrices in (6.49)–(6.51) we have

\[
\begin{align*}
\tilde{K}_{n,[p,k]} &= nT_{n-\nu}(\kappa_{[p,k]}), \\
\hat{H}_{n,[p,k]} &= T_{n-\nu}(\xi_{[p,k]}), \\
\hat{M}_{n,[p,k]} &= n^{-1}T_{n-\nu}(\mu_{[p,k]}),
\end{align*}
\]

and

\[
\begin{align*}
\tilde{K}_{n,[p,k]} &= nT_{n+k}(\kappa_{[p,k]}) + R_{n,[p,k]}, \quad \text{rank}(R_{n,[p,k]}) \leq 2(p-k)(k+\nu), \\
\hat{H}_{n,[p,k]} &= T_{n+k}(\xi_{[p,k]}) + S_{n,[p,k]}, \quad \text{rank}(S_{n,[p,k]}) \leq 2(p-k)(k+\nu), \\
\hat{M}_{n,[p,k]} &= n^{-1}T_{n+k}(\mu_{[p,k]}) + Q_{n,[p,k]}, \quad \text{rank}(Q_{n,[p,k]}) \leq 2(p-k)(k+\nu).
\end{align*}
\]

**Proof.** For the proof of (6.52)–(6.54), see [8, Lemma 6.10]. To prove (6.55), simply use (6.52) and note that, in view of our Notation 6.4, \( \tilde{K}_{n,[p,k]} \) is the principal submatrix of \( \tilde{K}_{n,[p,k]} \) corresponding to the row and column indices \( i, j = k(p-k) + 1, \ldots, k(p-k) + (n-\nu)(p-k) \).

The proof of (6.56) and (6.57) is the same as the proof of (6.55). □

**Lemma 6.7.** Let \( p, n \geq 1 \) and \( 0 \leq k \leq p - 1 \). In view of Lemma 6.5, we define

\[
\hat{A}_{n,[p,k],qq}(1) = \left( \bigotimes_{r=1}^{q-1} \tilde{M}_{n,[p,r,k]} \right) \otimes \hat{K}_{n,q,[p,q,k]} \otimes \left( \bigotimes_{r=q+1}^{d} \hat{M}_{n,r,[p,k]} \right),
\]

for \( q = 1, \ldots, d \), and

\[
\hat{A}_{n,[p,k],qq}(1) = \hat{A}_{n,[p,k],qq}(1)
\]

\[
= - \left( \bigotimes_{r=1}^{\ell-1} \hat{M}_{n,[p,r,k]} \right) \otimes \hat{H}_{n,\ell,[p,\ell,k]} \otimes \left( \bigotimes_{r=\ell+1}^{q-1} \hat{M}_{n,r,[p,k]} \right)
\]

\[
\otimes \hat{H}_{n,q,[p,q,k]} \otimes \left( \bigotimes_{r=q+1}^{d} \hat{M}_{n,r,[p,k]} \right),
\]

where the last equality follows from P8. □
for $1 \leq \ell < q \leq d$. Then, for every $\ell, q = 1, \ldots, d$,
\[
\hat{A}_{\nu_0, \gamma_0} = \frac{n_{\ell,q}}{N\gamma} \Gamma_{\nu_0, \gamma_0}^T \Gamma_{\nu_0, \gamma_0} + E_{\nu_0, \gamma_0},
\]
where $\nu_0 = (\nu_1, \ldots, \nu_d)$, each $\nu_i$ is defined as in (6.29) with $p_i, k_i$ in place of $p, k$, the matrix $\Gamma_{\nu_0, \gamma_0}$ is defined as in Remark 2.3 with $\nu + k, p - k$ in place of $m, s$, and
\[
(6.58) \quad (H_{\nu_0, \gamma_0})_{\ell q} = \begin{cases} 
\sum_{r=1}^{\ell-1} \mu_{\nu, \gamma_0} \otimes (\otimes_{r=1}^{d} \mu_{\nu, \gamma_0}) & \ell = q, \\
-\sum_{r=1}^{\ell-1} \mu_{\nu, \gamma_0} \otimes (\otimes_{r=1}^{d} \mu_{\nu, \gamma_0}) & \ell < q, \\
-\sum_{r=1}^{\ell-1} \mu_{\nu, \gamma_0} \otimes (\otimes_{r=1}^{d} \mu_{\nu, \gamma_0}) & \ell > q.
\end{cases}
\]

Proof. The result follows from (6.55)–(6.57) and the properties P9 and T7. \qed

GLT analysis of the higher-order FE discretization matrices. In what follows, we assume that $n = \gamma n$, where $\gamma \in Q^d$ is a fixed vector with positive components and $n$ varies in the infinite subset of $N$ such that $n = \gamma n \in \mathbb{N}^d$. This assumption essentially says that each stepsize $h_i = \frac{1}{n_i}$ tends to 0 with the same asymptotic speed as the others. The main result of this section is Theorem 6.8, which gives the spectral distribution of the normalized sequence \{n^{d-2} A_{\nu_0, \gamma_0}(A)\}_n.

**Theorem 6.8.** Suppose that $a_{\ell q} \in L^1((0,1)^d)$, for every $\ell, q = 1, \ldots, d$, and that the matrix $A(x) = [a_{\ell q}(x)]_{\ell q=1}^d$ is symmetric for every $x \in (0,1)^d$. Let $p \geq 1$ and $0 \leq k \leq p - 1$, let $\gamma \in Q^d$ be a vector with positive components, and assume that $n = \gamma n$ (it is understood that $n$ varies in the infinite subset of $N$ such that $n = \gamma n \in \mathbb{N}^d$). Then
\[
\{n^{d-2} A_{\nu_0, \gamma_0}(A)\}_n \sim_{\gamma, H_{\nu_0, \gamma_0}} \frac{1}{N\gamma} \sum_{\ell q=1}^d \gamma_{\ell q} a_{\ell q}(x)(H_{\nu_0, \gamma_0})_{\ell q}(\theta),
\]
where $H_{\nu_0, \gamma_0}$ is defined in (6.58).

Proof. The proof consists of the following steps. Throughout this proof, the letter $C$ denotes a generic constant independent of $n$.

**Step 1.** Let $L^1((0,1)^d, \mathbb{R}^{d \times d})$ be the space of functions $L : (0,1)^d \to \mathbb{R}^{d \times d}$ such that $L_{ij} \in L^1((0,1)^d)$ for all $i, j = 1, \ldots, d$. Consider the linear operator

\[
A_{\nu_0, \gamma_0}(L) = \int_{(0,1)^d} \left( \nabla B_{i+1, \nu_0}(x) \right)^T L \nabla B_{j+1, \nu_0}(x) \, dx.
\]

The next steps are devoted to showing that
\[
\{n^{d-2} \Gamma_{\nu_0, \gamma_0}^T \Gamma_{\nu_0, \gamma_0} A_{\nu_0, \gamma_0}^0(L) \} \sim_{\text{GLT}} \frac{1}{N\gamma} \sum_{\ell q=1}^d \gamma_{\ell q} L_{\ell q}(x)(H_{\nu_0, \gamma_0})_{\ell q}(\theta),
\]
where, according to our Notation 6.4, $A_{\nu_0, \gamma_0}^0(L) = P_{\nu_0, \gamma_0} A_{\nu_0, \gamma_0}(L) P_{\nu_0, \gamma_0}^*$. Once this is done, the theorem is proved. Indeed, since $A(x) = [a_{\ell q}(x)]_{\ell q=1}^d$ is symmetric for all
\( \mathbf{x} \in (0, 1)^d \), by assumption, the matrix \( \hat{A}^0_{n,[p,k]}(A) \) is symmetric as well. Hence, it follows from (6.59) and GLT 1 that

\[
\left\{ n^{d-2} \Gamma_{n+k,p-k} A^0_{n,[p,k]}(A) \Gamma_{n+k,p-k} \right\}_n \sim_{\sigma, \lambda} \frac{1}{N(\gamma)} \sum_{\ell, q=1}^{d} \gamma_{\ell q} a_{\ell q}(x)(H_{[p,k]})_{\ell q}(\theta)
\]

which implies

\[
\left\{ n^{d-2} \hat{A}^0_{n,[p,k]}(A) \right\}_n \sim_{\sigma, \lambda} K_{[p,k]}^{(\gamma)}(x, \theta),
\]

which implies

\[
\left\{ n^{d-2} A_{n,[p,k]}(A) \right\}_n \sim_{\sigma, \lambda} K_{[p,k]}^{(\gamma)}(x, \theta)
\]

by S5 (taking into account that \( A_{n,[p,k]}(A) = P_{n,[p,k]}^* \hat{A}^0_{n,[p,k]}(A) P_{n,[p,k]} \); see Notation 6.4).

**Step 2.** We first prove (6.59) in the constant-coefficient case where \( L(x) = E^{(d)}_{\ell q} \) identically. In this case, we have \( A_{n,[p,k]}(E^{(d)}_{\ell q}) = A_{n,[p,k],\ell q}(1) \). By Lemma 6.7,

\[
n^{d-2} \Gamma_{n+k,p-k} A^0_{n,[p,k]}(E^{(d)}_{\ell q}) \Gamma_{n+k,p-k} = n^{d-2} \Gamma_{n+k,p-k} A^0_{n,[p,k],\ell q}(1) \Gamma_{n+k,p-k} = \frac{\gamma_{\ell q}}{N(\gamma)} T_{n+k}((H_{[p,k]})_{\ell q}) + F_{n,[p,k]},
\]

where \( \text{rank}(F_{n,[p,k]}) \leq C n^{d-1} \). It follows from GLT 3 and GLT 4 that

\[
\left\{ n^{d-2} \Gamma_{n+k,p-k} A^0_{n,[p,k]}(E^{(d)}_{\ell q}) \Gamma_{n+k,p-k} \right\}_n \sim_{\Gamma} \frac{\gamma_{\ell q}}{N(\gamma)} (H_{[p,k]})_{\ell q}(\theta),
\]

which is (6.59) for \( L(x) = E^{(d)}_{\ell q} \).

**Step 3.** Now we prove (6.59) in the case where \( L(x) = a(x) E^{(d)}_{\ell q} \) with \( a \in C([0,1]^d) \). Let

\[
Z_{n,[p,k]} = \left( n^{d-2} \hat{A}^0_{n,[p,k]}(a E^{(d)}_{\ell q}) - n^{d-2} D_{n+k,p-k}(a) \hat{A}^0_{n,[p,k]}(E^{(d)}_{\ell q}) \right).
\]

Let \( \mathbf{\nu} = (\nu_1, \ldots, \nu_{\ell q}) \), with \( \nu_i \) defined as in (6.29) with \( p_i, k_i \) replaced by \( p, k \). Taking into account Notation 6.4 and the properties (6.31)–(6.36), for \( r, R = 1, \ldots, n - \nu \) and \( s, S = 1, \ldots, p - k \), we have

\[
\left| \left( n^{d-2} Z_{n,[p,k]}(k(p-k)+(p-k)(r-1)+s,k(p-k)+(p-k)(R-1)+S \right) \right|
\]

\[
= \left| \left( A_{n,[p,k]}(a E^{(d)}_{\ell q}) \right)_{k(p-k)+(p-k)(r-1)+s,k(p-k)+(p-k)(R-1)+S} - \right.
\]

\[
\left. \left( D_{n+k,p-k}(a) \right)_{k(p-k)+(p-k)(r-1)+s,k(p-k)+(p-k)(R-1)+S} \right|
\]

\[
= \left| \int_{(0,1)^d} a(x) - a(\frac{k + r}{n + k}) \frac{\partial B_{k+1+(p-k)(r-1)+s,[p,k]}}{\partial x_{\ell}} (x) \right|
\]

\[
\times \frac{\partial B_{k+1+(p-k)(R-1)+S,[p,k]}}{\partial x_{q}} (x) \, dx |
\]

\[
\leq C_{p_{\ell q}} n_{\ell q} C_{p_{\ell q}} \int_{\mathbb{T}^{k+1+(p-k)(r-1)+s} \times \mathbb{T}^{k+1+(p-k)(R-1)+s+p+1}} a(x) - a(\frac{k + r}{n + k}) \, dx
\]
\[
\leq C_{p_1} C_{p_2} n^q \int_{(r-1)/n, (r+p)/n} |a(x) - a\left(\frac{k+r}{n+k}\right)| dx
\]
\[
\leq C_{p_1} C_{p_2} n^q \omega_a \left(\frac{2 \max(p)}{\min(n)}\right) \prod_{i=1}^d p_i + 1 / n_i,
\]
where \(\omega_a(\cdot)\) is the modulus of continuity of \(a\) and the last inequality is justified by the fact that the maximum distance (in the \(\infty\)-norm) of a point \(x\) in the hyperrectangle \([(r-1)/n, (r+p)/n]\) from the point \((k+r)/(n+k)\) is not larger than \(\max(2p/n) \leq \max(p)/\min(n)\).

Thus, it follows that, if we denote by \(Z_n\) the principal submatrix of \(Z_{n,[p,k]}\) corresponding to the indices \(k(p-k)+1, \ldots, k(p-k)+(n-\nu)(p-k)\), each entry of \(Z_n\) is bounded in modulus by \(C \omega_a(1/\min(n))\). Moreover, the number of nonzero entries in each row and column of \(Z_n\) is bounded by a constant \(C\) independent of \(n\). This follows from the following more general property:

for every \(L \in L^1((0,1]^d, \mathbb{R}^d)\), the number of nonzero entries in each row and column of \(A_{n,[p,k]}(L)\) is bounded by \((2|p|_{\infty} + 1)^d\) because \((A_{n,[p,k]}(L))_{ij} = 0\) whenever \(|i-j|_{\infty} > |p|_{\infty}\); this is due to the fact that, for \(|i-j|_{\infty} > |p|_{\infty}\), the intersection of the supports of \(B_{i+1,[p,k]}\) and \(B_{j+1,[p,k]}\) has zero measure by the local support property (6.31).

Thus, by \(N1, \|Z_n\| \leq C \omega_a(1/\min(n)) \to 0\) as \(n \to \infty\). Recalling that \(Z_n\) is the principal submatrix of \(Z_{n,[p,k]}\) corresponding to the indices \(k(p-k)+1, \ldots, k(p-k)+(n-\nu)(p-k)\), we arrive at

\[
Z_{n,[p,k]} = N_{n,[p,k]} + R_{n,[p,k]},
\]
where \(\|N_{n,[p,k]}\| = \|Z_n\| \to 0\) as \(n \to \infty\) and rank\(R_{n,[p,k]}\) \(\leq C n^{-d-1}\). It follows from \(Z1\) that \(\{Z_{n,[p,k]}\}_{n}\) is zero-distributed. Since

\[
n^{d-2} \hat{A}^{0}_{n,[p,k]}(aE_{\ell q}^{(d)}) = n^{d-2} D_{n+k,p-k}(a) \hat{A}^{0}_{n,[p,k]}(E_{\ell q}^{(d)}) + Z_{n,[p,k]},
\]
we infer from \(D3\) that

\[
n^{d-2} \Gamma_{n+k,p-k} \hat{A}^{0}_{n,[p,k]}(aE_{\ell q}^{(d)}) \Gamma_{n+k,p-k}
\]
\[
= n^{d-2} D_{n+k,p-k} a I_{N(p-k)} \Gamma_{n+k,p-k} \hat{A}^{0}_{n,[p,k]}(E_{\ell q}^{(d)}) \Gamma_{n+k,p-k}
\]
\[
+ \Gamma_{n+k,p-k} Z_{n,[p,k]} \Gamma_{n+k,p-k},
\]
and we conclude that

\[
\{n^{d-2} \Gamma_{n+k,p-k} \hat{A}^{0}_{n,[p,k]}(aE_{\ell q}^{(d)}) \Gamma_{n+k,p-k}\}_n \sim_{\text{GLT}} \frac{\gamma \ell q}{N(\gamma)} a(x)(H_{[p,k]})_{\ell q}(\theta)
\]
by Step 2, GLT 3, and GLT 4. The previous relation is (6.59) for \(L(x) = a(x)E_{\ell q}^{(d)}\).

**Step 4.** Now we prove (6.59) in the case where \(L(x) = a(x)E_{\ell q}^{(d)}\) with \(a \in L^1((0,1]^d)\). By the density of \(C([0,1]^d)\) in \(L^1((0,1]^d)\), there exist functions \(a_m \in C([0,1]^d)\) such that \(a_m \to a\) in \(L^1((0,1]^d)\). By Step 3,

\[
\{n^{d-2} \Gamma_{n+k,p-k} \hat{A}^{0}_{n,[p,k]}(a_m E_{\ell q}^{(d)}) \Gamma_{n+k,p-k}\}_n \sim_{\text{GLT}} \frac{\gamma \ell q}{N(\gamma)} a_m(x)(H_{[p,k]})_{\ell q}(\theta).
\]

Moreover,

\[
\frac{\gamma \ell q}{N(\gamma)} a_m(x)(H_{[p,k]})_{\ell q}(\theta) \to \frac{\gamma \ell q}{N(\gamma)} a(x)(H_{[p,k]})_{\ell q}(\theta) \text{ in measure.}
\]
We show that
\begin{equation}
\{ n^{d-2} \Gamma \|_{n+k,p-k} \hat{A}^0_{n,[p,k]} \} \Gamma \|_{n+k,p-k} \}^n \sim \text{GLT 4.}
\end{equation}

Once this is done, the thesis (6.59) follows immediately from GLT 7. To prove (6.60), let
\[
\hat{P}_{n,[p,k]} = [P_{n,[p,k]}(O) \text{ is the square matrix of size } N((n+k)(p-k)) \text{ obtained from } P_{n,[p,k]}
\]
by padding with zeros. Taking into account that
\[
\| \hat{P}_{n,[p,k]} \| = 1,
\]
by N 3, N 5, and (6.36), we have
\[
\hat{A}^0_{n,[p,k]}(a E_{(d)}) - \hat{A}^0_{n,[p,k]}(a_m E_{(d)}) \|_1 = \| \hat{A}^0_{n,[p,k]}((a-a_m) E_{(d)}) \|_1
\]
\[
= \| \hat{P}_{n,[p,k]}(A_{n,[p,k]}((a-a_m) E_{(d)}) \hat{P}_{n,[p,k]}^*) \|_1
\]
\[
= \| A_{n,[p,k]}((a-a_m) E_{(d)}) \|_1 \leq n \| \hat{P}_{n,[p,k]}^* \|_1 \leq n \| \hat{P}_{n,[p,k]} \|_1 \leq n \| \hat{P}_{n,[p,k]} \|_1 \leq C_{p}, C_{p} \| a-a_m \|_1.
\]

Thus, the a.c.s. convergence (6.60) follows from ACS 6.

Step 5. Finally, we prove (6.59) for an arbitrary \( L \in L^1((0,1)^d, \mathbb{R}^d \times d) \). Write
\[
L(x) = \sum_{\ell,q=1}^d L_{\ell q}(x) E_{(d)}^{(d)}
\]
and note that, by linearity,
\[
\hat{A}^0_{n,[p,k]}(L) = \sum_{\ell,q=1}^d \hat{A}^0_{n,[p,k]}(L_{\ell q} E_{(d)}^{(d)}).
\]

Hence, by Step 4 and GLT 4.
\[
\{ n^{d-2} \Gamma \|_{n+k,p-k} \hat{A}^0_{n,[p,k]} \} \Gamma \|_{n+k,p-k} \}^n \sim \text{GLT 7.}
\]

which concludes the proof. \( \Box \)

Remark 6.9 (Space-time higher-order FE-DG discretization of time-dependent diffusion equations). Consider the time-dependent diffusion equation
\[
\begin{cases}
\partial_t u(t, x) - \nabla \cdot A(x) \nabla u(t, x) = f(t, x), & (t, x) \in (0,T) \times (0,1)^d,
\end{cases}
\]
\begin{equation}
(6.61)
\end{equation}
\[
\begin{align*}
u(t, x) = 0, \quad & (t, x) \in (0,T) \times \partial((0,1)^d),
u(t, x) = 0, \quad & (t, x) \in \{0\} \times (0,1)^d.
\end{align*}
\]
If we discretize (6.61) by the space-time higher-order FE-DG approximation technique considered in [12], the resulting (normalized) FE-DG discretization matrices enjoy an asymptotic
spectral distribution described by a \((q + 1)N(p - k) \times (q + 1)N(p - k)\) matrix-valued function. This result was (only partially) proved in [12, Theorem 5.2] by a direct (complicated and cumbersome) approach. By following step by step the proof of Theorem 6.8, we can give an alternative (much more lucid and simpler) proof of [12, Theorem 5.2] based on the theory of multilevel block GLT sequences.

**Remark 6.10 (Formal structure of the symbol).** From a formal point of view (i.e., disregarding the regularity of \(A\) and \(u\)), problem (6.19) can be rewritten in the form

\[
\begin{cases}
- \sum_{\ell, q=1}^{d} a_{\ell q} \frac{\partial^2 u}{\partial x_\ell \partial x_q} - \sum_{\ell, q=1}^{d} \frac{\partial a_{\ell q}}{\partial x_\ell} \frac{\partial u}{\partial x_q} = f, & \text{in } (0, 1)^d, \\
u = 0, & \text{on } \partial((0, 1)^d).
\end{cases}
\]

The formal structure of the (singular value and spectral) symbol

\[
\kappa^{(\gamma)}_{[p, k]}(x, \theta) = \sum_{\ell, q=1}^{d} \gamma^\ell \gamma^q \frac{\partial^2 u}{\partial x_\ell \partial x_q}(x)
\]

is deeply connected with the structure of the higher-order differential operator

\[
- \sum_{\ell, q=1}^{d} a_{\ell q}(x) \frac{\partial^2 u}{\partial x_\ell \partial x_q}(x)
\]

associated with problem (6.19), whereas the lower-order differential operator

\[
- \sum_{\ell, q=1}^{d} \frac{\partial a_{\ell q}}{\partial x_\ell}(x) \frac{\partial u}{\partial x_q}(x)
\]

does not enter the expression of the symbol. For more insights into this topic, we refer the reader to [41, Section 7.2]; see also [41, Remarks 7.4, 7.6, 7.9, 7.12].

**6.3. Higher-order FE discretization of convection-diffusion-reaction equations.** Suppose we add to the diffusion equation (6.19) a convection and a reaction term. In this way, we obtain the following convection-diffusion-reaction problem:

\[
\begin{cases}
- \nabla \cdot A \nabla u + b \cdot \nabla u + cu = f, & \text{in } (0, 1)^d, \\
u = 0, & \text{on } \partial((0, 1)^d),
\end{cases}
\]

(6.62)

\[
\begin{cases}
- \sum_{\ell, q=1}^{d} \frac{\partial}{\partial x_\ell} \left(a_{\ell q} \frac{\partial u}{\partial x_q}\right) + \sum_{q=1}^{d} b_q \frac{\partial u}{\partial x_q} + cu = f, & \text{in } (0, 1)^d, \\
u = 0, & \text{on } \partial((0, 1)^d),
\end{cases}
\]

Based on Remark 6.10 and the discussion in [41, Section 7.2], we expect the term \(b \cdot \nabla u + cu\), which only involves lower-order derivatives of \(u\), not to enter the expression of the symbol. In other words, if we consider for problem (6.62) the same higher-order FE discretization as in Section 6.2, the symbol of the resulting sequence of (normalized) FE discretization matrices should be again \(\kappa^{(\gamma)}_{[p, k]}(x, \theta)\) as per Theorem 6.8. We are going to show that this is in fact the case.
FE discretization. The weak form of (6.62) reads as follows [21, Chapter 9]: find \( u \in H^1_0((0, 1)^d) \) such that
\[
a(u, w) = f(w), \quad \forall \ w \in H^1_0((0, 1)^d),
\]
where
\[
a(u, w) = \int_{(0,1)^d} ((\nabla w)^T A \nabla u + (\nabla u)^T b \ w + c u w),
\]
\[
f(w) = \int_{(0,1)^d} f w.
\]
In the FE method, we fix a set of basis functions \( \{\varphi_1, \ldots, \varphi_N\} \subset H^1_0((0, 1)^d) \), and we look for an approximation of the exact solution in the space \( \mathcal{W} = \text{span}(\varphi_1, \ldots, \varphi_N) \) by solving the following discrete problem: find \( u_{\mathcal{W}} \in \mathcal{W} \) such that
\[
a(u_{\mathcal{W}}, w) = f(w), \quad \forall \ w \in \mathcal{W}.
\]
Since \( \{\varphi_1, \ldots, \varphi_N\} \) is a basis for \( \mathcal{W} \), we can write \( u_{\mathcal{W}} = \sum_{j=1}^N u_j \varphi_j \) for a unique vector \( u = (u_1, \ldots, u_N)^T \). By linearity, the computation of \( u_{\mathcal{W}} \) (i.e., of \( u \)) reduces to solving the linear system
\[
S^{\text{stiff}} u = f,
\]
where \( f = (f(\varphi_1), \ldots, f(\varphi_N))^T \) and \( S \) is the stiffness matrix,
\[
S^{\text{stiff}} = [a(\varphi_j, \varphi_i)]_{i,j=1}^N.
\]
Note that \( S \) admits the following decomposition:
\[
(6.63) \quad S^{\text{stiff}} = A^{\text{stiff}} + Z^{\text{stiff}},
\]
where
\[
A^{\text{stiff}} = \left[ \int_{(0,1)^d} (\nabla \varphi_i)^T A \nabla \varphi_j \right]_{i,j=1}^N
\]
is the diffusion matrix and
\[
Z^{\text{stiff}} = \left[ \int_{(0,1)^d} (\nabla \varphi_j)^T b \varphi_i + \int_{(0,1)^d} c \varphi_j \varphi_i \right]_{i,j=1}^N
\]
is the sum of the convection and reaction matrices.

GLT analysis of the higher-order FE discretization matrices. Following the higher-order FE approach as in Section 6.2, the basis functions \( \varphi_1, \ldots, \varphi_N \) are chosen as in (6.37). The stiffness matrix resulting from this choice will be denoted by \( S_{n,[p,k]}(A, b, c) \). According to (6.63), it can be decomposed as follows:
\[
S_{n,[p,k]}(A, b, c) = A_{n,[p,k]}(A) + Z_{n,[p,k]}(b, c),
\]
where

\[
A_{n,[p,k]}(A) = \left[ \int_{(0,1)^d} (\nabla B_{i+1,[p,k]})^T A \nabla B_{j+1,[p,k]} \right]_{i,j=1}^{n(p-k)+k-1},
\]

\[
Z_{n,[p,k]}(b, c) = \left[ \int_{(0,1)^d} (\nabla B_{j+1,[p,k]})^T b B_{i+1,[p,k]} \right]_{i,j=1}^{n(p-k)+k-1} + \left[ \int_{(0,1)^d} c B_{j+1,[p,k]} B_{i+1,[p,k]} \right]_{i,j=1}^{n(p-k)+k-1}.
\]

Note that \(A_{n,[p,k]}(A)\) is the same as in \((6.38)\) and Theorem 6.8. The main result of this section is Theorem 6.11, which shows that Theorem 6.8 holds unchanged with \(S_{n,[p,k]}(A, b, c)\) in place of \(A_{n,[p,k]}(A)\). This highlights a general aspect: lower-order terms such as \(b \cdot \nabla u + cu\) do not enter the expression of the symbol and do not affect in any way the asymptotic singular value and eigenvalue distribution of PDE discretization matrices.

**Theorem 6.11.** Suppose that \(a_{\ell q} \in L^1((0,1)^d)\), for \(\ell, q = 1, \ldots, d\), that \(b_q, c \in L^\infty((0,1)^d)\), for \(q = 1, \ldots, d\), and that the matrix \(A(x) = [a_{\ell q}(x)]_{\ell, q=1}^d\) is symmetric for every \(x \in (0,1)^d\). Let \(p \geq 1\) and \(0 \leq k \leq p - 1\), let \(\gamma \in \mathbb{Q}^d\) be a vector with positive components, and assume that \(n = \gamma n\) (it is understood that \(n\) varies in the infinite subset of \(\mathbb{N}\) such that \(n = \gamma n \in \mathbb{N}^d\)). Then

\[
\{n^{d-2} S_{n,[p,k]}(A, b, c)\}_n \sim_{\sigma, \lambda} \kappa^{(\gamma)}_{[p,k]}(x, \theta) = \frac{1}{N(\gamma)} \sum_{\ell, q=1}^d \gamma \gamma_q a_{\ell q}(x)(H_{[p,k]})_{\ell q}(\theta),
\]

where \(H_{[p,k]}\) is defined in \((6.58)\).

**Proof.** Throughout this proof, we make use of Notation 6.4, and we use the letter \(C\) to denote a generic constant independent of \(n\). We are going to show that

\[
\|Z_{n,[p,k]}(b, c)\| \leq Cn^{1-d}. \tag{6.65}
\]

Once this is done, the thesis is proved. Indeed, it follows from \((6.65)\) that

\[
\|n^{d-2}Z_{n,[p,k]}(b, c)\| \leq Cn^{-1}, \tag{6.66}
\]

\[
\|n^{d-2}Z_{n,[p,k]}(b, c)\|_2 \leq Cn^{d/2-1} = o(n^{d/2}).
\]

Thus:

- the singular value distribution in \((6.64)\) follows from Theorem 6.8 and ACS 2, taking into account that, in view of \((6.66)\) and the decomposition

\[
n^{d-2}S_{n,[p,k]}(A, b, c) = n^{d-2}A_{n,[p,k]}(A) + n^{d-2}Z_{n,[p,k]}(b, c), \tag{6.67}
\]

we have \(\{n^{d-2}A_{n,[p,k]}(A)\}_n \subset \{n^{d-2}S_{n,[p,k]}(A, b, c)\}_n\).

- the eigenvalue distribution in \((6.64)\) follows from S 4 applied to the decomposition \((6.67)\), taking into account Theorem 6.8.

It only remains to prove \((6.65)\). We first note that the number of nonzero entries in each row and column of \(Z_{n,[p,k]}(b, c)\) is bounded by \((2|p|_\infty + 1)^d\) because \((Z_{n,[p,k]}(b, c))_{ij} = 0\) whenever \(|i - j|_\infty > |p|_\infty\). Indeed, for \(|i - j|_\infty > |p|_\infty\), the intersection of the supports of
where, for all $N$, polynomial functions involved in the FE approximation, while the number $p$ spectral distribution described by its coefficients, the corresponding sequence of (normalized) FE discretization matrices enjoys a

In this section we consider the higher-order FE discretization of (6.68). Through the theory (6.65) is proved.

|\begin{align*}
(Z_{n,[p,k]}(b,c))_{ij} &= \left| \int_{(0,1)^d} (\nabla B_{j+1,[p,k]}^T b B_{i+1,[p,k]} + \int_{(0,1)^d} c B_{j+1,[p,k]} B_{i+1,[p,k]} \right| \\
&\leq \int_{\text{supp}(B_{i+1,[p,k]})} \sum_{q=1}^d |b_q| \left| \frac{\partial B_{j+1,[p,k]}}{\partial x_q} \right| |B_{i+1,[p,k]}| \\
&+ \int_{\text{supp}(B_{i+1,[p,k]})} c \left| B_{j+1,[p,k]} \right| |B_{i+1,[p,k]}| \\
&\leq \int_{\text{supp}(B_{i+1,[p,k]})} \max \{ \|b\|_{L^\infty} \sum_{q=1}^d C_{p,q} \rho \} + \|c\|_{L^\infty} \int_{\text{supp}(B_{i+1,[p,k]})} |c| \supp(B_{j+1,[p,k]}) \\
&\leq \max \{ \|b\|_{L^\infty} \sum_{q=1}^d C_{p,q} \rho N \left( \frac{p+1}{n} \right) + \|c\|_{L^\infty} N \left( \frac{p+1}{n} \right) \} \\
&\leq C n^{1-d},
\end{align*}|

and (6.65) is proved.

6.4. Higher-order FE discretization of systems of PDEs. Consider again the same system of PDEs as in Section 6.1, i.e.,

$$
\begin{cases}
- \nabla \cdot A \nabla u + b \cdot \nabla v = f, & \text{in } (0,1)^d, \\
c \cdot \nabla u + \rho v = g, & \text{in } (0,1)^d, \\
u = v = 0, & \text{on } \partial((0,1)^d),
\end{cases}
\quad(6.68)
$$

$$
\begin{cases}
- \sum_{\ell,q=1}^d \frac{\partial}{\partial x_\ell} \left( a_{\ell,q} \frac{\partial u}{\partial x_\ell} \right) + \sum_{q=1}^d b_q \frac{\partial v}{\partial x_q} = f, & \text{in } (0,1)^d, \\
\sum_{q=1}^d c_q \frac{\partial u}{\partial x_q} + \rho v = g, & \text{in } (0,1)^d, \\
u = v = 0, & \text{on } \partial((0,1)^d),
\end{cases}
\quad(6.68)
$$

where $a_{\ell,q}, b_q, c_q, \rho, f, g$ are given functions, $A = [a_{\ell,q}]_{\ell,q=1}^d$, $b = [b_q]_q=1^d$, and $c = [c_q]_q=1^d$. In this section we consider the higher-order FE discretization of (6.68). Through the theory of multilevel block GLT sequences we show that, under suitable assumptions on the PDE coefficients, the corresponding sequence of (normalized) FE discretization matrices enjoys a spectral distribution described by a $2N(p-k) \times 2N(p-k)$ matrix-valued function, where $p_i$ and $k_i$ are, respectively, the degree and the smoothness in the $i$th direction of the piecewise polynomial functions involved in the FE approximation, while the number $2$ in front of $N(p-k)$ coincides with the number of equations that compose the system (6.68).

FE discretization. The weak form of (6.68) reads as follows: find $u, v \in H^1_0((0,1)^d)$ such that, for all $w \in H^1_0((0,1)^d),$

$$
\begin{cases}
\int_{(0,1)^d} (\nabla w)^T A \nabla u + \int_{(0,1)^d} (\nabla v)^T b w = \int_{(0,1)^d} f w, \\
\int_{(0,1)^d} (\nabla u)^T c w + \int_{(0,1)^d} \rho v w = \int_{(0,1)^d} g w.
\end{cases}
$$
In the FE method, we fix a set of basis functions \( \{ \varphi_1, \ldots, \varphi_N \} \subset H_0^1((0, 1)^d) \), and we look for approximations \( u_W, v_W \) of the exact solutions \( u, v \) in the space \( \mathcal{W} = \text{span}(\varphi_1, \ldots, \varphi_N) \) by solving the following discrete problem: find \( u_W, v_W \in \mathcal{W} \) such that, for all \( w \in \mathcal{W} \),

\[
\begin{align*}
\int_{(0,1)^d} (\nabla w)^T A \nabla u_W + \int_{(0,1)^d} (\nabla v_W)^T b w &= \int_{(0,1)^d} f w, \\
\int_{(0,1)^d} (\nabla u_W)^T c w + \int_{(0,1)^d} \rho v_W w &= \int_{(0,1)^d} g w.
\end{align*}
\]

Since \( \{ \varphi_1, \ldots, \varphi_N \} \) is a basis of \( \mathcal{W} \), we can write \( u_W = \sum_{j=1}^N u_j \varphi_j \) and \( v_W = \sum_{j=1}^N v_j \varphi_j \) for unique vectors \( u = (u_1, \ldots, u_N)^T \) and \( v = (v_1, \ldots, v_N)^T \). By linearity, the computation of \( u_W, v_W \) (i.e., of \( u, v \)) reduces to solving the linear system

\[
S_{\text{stiff}} \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} f \\ g \end{bmatrix},
\]

where \( f = \left[ \int_{(0,1)^d} f \varphi_i \right]_{i=1}^N \), \( g = \left[ \int_{(0,1)^d} g \varphi_i \right]_{i=1}^N \), and \( S_{\text{stiff}} \) is the stiffness matrix, which has the following block structure:

\[
S_{\text{stiff}} = \begin{bmatrix} A_{\text{stiff}}(A) & H_{\text{stiff}}(b) \\ H_{\text{stiff}}(e) & M_{\text{stiff}}(\rho) \end{bmatrix},
\]

where, for any \( W = [w_{i,j}]_{i,j=1}^d \), \( w = [w_{i,j}]_{i,j=1}^d \) with \( w_{i,j}, w_{i,j} \in L^1((0,1)^d) \),

\[
A_{\text{stiff}}(W) = \left[ \int_{(0,1)^d} (\nabla \varphi_i)^T W \nabla \varphi_j \right]_{i,j=1}^N,
\]

\[
H_{\text{stiff}}(w) = \left[ \int_{(0,1)^d} (\nabla \varphi_j)^T w \varphi_i \right]_{i,j=1}^N,
\]

\[
M_{\text{stiff}}(w) = \left[ \int_{(0,1)^d} w \varphi_j \varphi_i \right]_{i,j=1}^N.
\]

Note that for any \( r, s \neq 0 \), the system (6.69) is equivalent to

\[
B^{(r,s)} \begin{bmatrix} u \\ r^{-1} v \end{bmatrix} = s \begin{bmatrix} r^{-1} f \\ g \end{bmatrix},
\]

where

\[
B^{(r,s)} = s(r^{-1} I_N \oplus I_N) S_{\text{stiff}} (I_N \oplus r I_N)
= s \begin{bmatrix} r^{-1} I_N & 0_N \\ 0_N & I_N \end{bmatrix} \begin{bmatrix} A_{\text{stiff}}(A) & H_{\text{stiff}}(b) \\ H_{\text{stiff}}(e) & M_{\text{stiff}}(\rho) \end{bmatrix} \begin{bmatrix} I_N & 0_N \\ 0_N & r I_N \end{bmatrix}
= \begin{bmatrix} r^{-1} s A_{\text{stiff}}(A) & s H_{\text{stiff}}(b) \\ s H_{\text{stiff}}(e) & r s M_{\text{stiff}}(\rho) \end{bmatrix}.
\]

**Higher-order FE discretization matrices.** Following the higher-order FE approach as in Sections 6.2 and 6.3, the basis functions \( \varphi_1, \ldots, \varphi_N \) are chosen as in (6.37). The stiffness matrix \( S_{\text{stiff}} \) resulting from this choice and its normalized version \( B^{(r,s)} \) will be denoted
by \( S_{n,\{p,k\}}(A, b, c, \rho) \) and \( B^{(r,s)}_{n,\{p,k\}}(A, b, c, \rho) \), respectively. According to (6.70)–(6.73) and (6.74), we have

\[
S_{n,\{p,k\}}(A, b, c, \rho) = \begin{bmatrix} A_{n,\{p,k\}}(A) & H_{n,\{p,k\}}(b) \\ H_{n,\{p,k\}}(c) & M_{n,\{p,k\}}(\rho) \end{bmatrix},
\]

(6.75)

\[
B^{(r,s)}_{n,\{p,k\}}(A, b, c, \rho) = \begin{bmatrix} r^{-1}s A_{n,\{p,k\}}(A) & s H_{n,\{p,k\}}(b) \\ s H_{n,\{p,k\}}(c) & r s M_{n,\{p,k\}}(\rho) \end{bmatrix},
\]

where, for any \( W = [w_{i,j}]_{i,j=1}^d \), \( w = [w_i]_{i=1}^d \), \( w_{i,j} \in L^1((0,1)^d) \),

\[
A_{n,\{p,k\}}(W) = \int_{(0,1)^d} (\nabla B_{i+1,\{p,k\}})^T W \nabla B_{i+1,\{p,k\}},
\]

\[
H_{n,\{p,k\}}(w) = \int_{(0,1)^d} (\nabla B_{j+1,\{p,k\}})^T w B_{i+1,\{p,k\}},
\]

\[
M_{n,\{p,k\}}(w) = \int_{(0,1)^d} w B_{j+1,\{p,k\}} B_{i+1,\{p,k\}}.
\]

Note that \( A_{n,\{p,k\}}(W) \) is the same as in (6.38) and Theorem 6.8 with the only difference that \( A \) is replaced by \( W \). For the matrix \( H_{n,\{p,k\}}(w) \), we have the following decomposition:

\[
H_{n,\{p,k\}}(w) = \sum_{q=1}^d H_{n,\{p,k\},q}(w),
\]

where \( H_{n,\{p,k\},q}(w) \) is defined for all functions \( w \in L^1((0,1)^d) \) as follows:

(6.76)

\[
H_{n,\{p,k\},q}(w) = \int_{(0,1)^d} w B_{j+1,\{p,k\}} \frac{\partial B_{i+1,\{p,k\}}}{\partial x_q},
\]

In the next lemmas, we investigate the structure of the matrices \( H_{n,\{p,k\},q}(w) \) and \( M_{n,\{p,k\}}(w) \) for \( w = 1 \). This is necessary for the GLT analysis that we tackle below. In what follows, we use Notation 6.4.

**Lemma 6.12.** Let \( p, n \geq 1 \) and \( 0 \leq k \leq p - 1 \). Then,

(6.77)  \[ H_{n,\{p,k\},q}(1) = \left( \bigotimes_{r=1}^{q-1} M_{n_r,\{p_r,k_r\}} \right) \otimes H_{n_q,\{p_q,k_q\}} \otimes \left( \bigotimes_{r=q+1}^d M_{n_r,\{p_r,k_r\}} \right), \]

for \( q = 1, \ldots, d, \) and

(6.78)  \[ M_{n,\{p,k\}}(1) = \bigotimes_{r=1}^d M_{n_r,\{p_r,k_r\}}, \]

where the matrices \( H_{n,\{p,k\}} \) and \( M_{n,\{p,k\}} \) are defined in (6.50) and (6.51).

**Proof.** We only prove (6.77) because (6.78) is proved in the same way. For convenience, throughout this proof we write \( B_{i+1} \) instead of \( B_{i+1,\{p,k\}} \) and \( B_{i+1} \) instead of \( B_{i+1,\{p,k\}} \). For \( q = 1, \ldots, d \) and \( i, j = 1, \ldots, n(p-k) + k - 1 \),

\[
(H_{n,\{p,k\},q}(1))_{ij} = \int_{(0,1)^d} \frac{\partial B_{j+1}}{\partial x_q}(x) B_{i+1}(x) dx.
\]
Then, for every $q \in P$ where the last equality follows from

$$\xi_{r+1}(x_r) \prod_{r=1}^{d} B_{j+r+1}(x_r) \prod_{r \neq q} B_{j+r+1}(x_r) \text{d}x_r$$

$$= \int_0^1 B_{j+q+1}(x_q) B_{i+q+1}(x_q) \prod_{r=1}^{d} B_{j+r+1}(x_r) \prod_{r \neq q} B_{j+r+1}(x_r) \text{d}x_r$$

$$= (H_{n,[p,q,k]})_{i+j} \prod_{r=1}^{d} (M_{n,[p,r,k]})_{i+j}$$

$$= \left( \left( \bigotimes_{r=1}^{q-1} M_{n,[p,r,k]} \right) \otimes H_{n,[p,q,k]} \otimes \left( \bigotimes_{r=q+1}^{d} M_{n,[p,r,k]} \right) \right)_{ij},$$

where the last equality follows from $P8$. \hfill \square

**Lemma 6.13.** Let $p, n \geq 1$ and $0 \leq k \leq p - 1$. In view of Lemma 6.12, we define

$$\tilde{H}_{n,[p,k],q}(1) = \left( \bigotimes_{r=1}^{q-1} M_{n,[p,r,k]} \right) \otimes \tilde{H}_{n,[p,q,k]} \otimes \left( \bigotimes_{r=q+1}^{d} M_{n,[p,r,k]} \right),$$

$$\tilde{M}_{n,[p,k]}(1) = \left( \bigotimes_{r=1}^{d} M_{n,[p,r,k]} \right).$$

Then, for every $q = 1, \ldots, d$,

$$\tilde{H}_{n,[p,k],q}(1) = \frac{n_q}{N(n)} \Gamma_{n+k,p-k} T_{n+k} (\xi_{[p,k],q}) \Gamma_{n+k,p-k} + F_{n,[p,k]},$$

$$\text{rank}(F_{n,[p,k]}) \leq N((n + k)(p - k)) \sum_{i=1}^{d} \frac{2(k_i + \nu_i)}{n_i + k_i},$$

and

$$\tilde{M}_{n,[p,k]}(1) = \frac{1}{N(n)} \Gamma_{n+k,p-k} T_{n+k} (\mu_{[p,k]}) \Gamma_{n+k,p-k} + G_{n,[p,k]},$$

$$\text{rank}(G_{n,[p,k]}) \leq N((n + k)(p - k)) \sum_{i=1}^{d} \frac{2(k_i + \nu_i)}{n_i + k_i},$$

where $\nu = (\nu_1, \ldots, \nu_d)$, each $\nu_i$ is defined as in (6.29) with $p_i, k_i$ in place of $p, k$, the matrix $\Gamma_{n+k,p-k}$ is defined as in Remark 2.3 with $n + k, p - k$ in place of $m, s$, and

$$\xi_{[p,k],q} = \left( \bigotimes_{r=1}^{q-1} \mu_{[p,r,k]} \right) \otimes \xi_{[p,q,k]} \otimes \left( \bigotimes_{r=q+1}^{d} \mu_{[p,r,k]} \right),$$

$$\mu_{[p,k]} = \left( \bigotimes_{r=1}^{d} \mu_{[p,r,k]} \right),$$

with $\xi_{[p,k]}$ and $\mu_{[p,k]}$ being defined in (6.41) and (6.42).

**Proof.** The result follows from (6.56)–(6.57) and properties $P9$ and $T7$. \hfill \square

**Lemma 6.14.** Let $p \geq 1$ and $0 \leq k \leq p - 1$. Suppose that $n = \gamma n$, where $\gamma \in \mathbb{Q}^d$ is a fixed vector with positive components and $n$ varies in the infinite subset of $\mathbb{N}$ such that $n =
$\gamma_n \in \mathbb{N}^d$. Then, for any $W = \left[ w_{tq} \right]_{t,q=1}^d$, $w = \left[ w_{tq} \right]_{t,q=1}^d$ with $w_{tq}, w_q, w \in L^1((0,1)^d)$,

(6.81)\n
$$\left\{ n^{d-2} \Gamma_{n+k,p-k}^T \gamma_n \left[ W \right] \Gamma_{n+k,p-k} \right\}_n \sim_{\text{GLT}} \frac{1}{N(\gamma)} \sum_{t,q=1}^d \gamma_{tq} \omega_{\theta}(x)(H_{[p,k]})_{tq}(\theta),$$

(6.82)\n
$$\left\{ n^{d-1} \Gamma_{n+k,p-k}^T \hat{H}_{\gamma_n,[p,k]}^0 \left( w \right) \Gamma_{n+k,p-k} \right\}_n \sim_{\text{GLT}} \frac{1}{N(\gamma)} \sum_{q=1}^d \gamma_q \omega_{\theta}(x)\hat{\xi}_{[p,k],q}(\theta),$$

(6.83)\n
$$\left\{ n^d \Gamma_{n+k,p-k}^T M_{\gamma_n,[p,k]}^{00} (w) \Gamma_{n+k,p-k} \right\}_n \sim_{\text{GLT}} \frac{1}{N(\gamma)} \omega(x)\mu_{[p,k]}(\theta).$$

**Proof.** Except for the fact that $W$ is replaced by $A$, relation (6.81) is nothing else than (6.59), which has been proved in the proof of Theorem 6.8. The proofs of (6.82) and (6.83) are analogous to the proof of (6.81); they are left to the reader. \( \Box \)

The last lemma shows that $H_{n,[p,k],q}(w)$ is “almost” skew-symmetric as long as the function $w$ is continuous. In this regard, we note that $H_{n,[p,k],q}(1)$ is skew-symmetric, as it is clear from Lemma 6.12 and P 3.

**Lemma 6.15.** Let $p, n \geq 1$ and $0 \leq k \leq p-1$. For $i = 1, \ldots, n(p-k) + k - 1$, let $x_i$ be any point in the support of the B-spline $B_{i+1,[p,k]}$. Then, for all functions $w \in C([0,1]^d)$ and for $q = 1, \ldots, d$,

(6.84)\n
$$\left\| H_{n,[p,k],q}(w) - \Delta_{n,[p,k]}(w)H_{n,[p,k],q}(1) \right\| \leq C \frac{n_q}{N(n)} \omega_w \left( \frac{1}{\min(n)} \right),$$

(6.85)\n
$$\left\| H_{n,[p,k],q}(w) - H_{n,[p,k],q}(1)H_{n,[p,k],q}(1) \right\| \leq C \frac{n_q}{N(n)} \omega_w \left( \frac{1}{\min(n)} \right),$$

where $C$ is a constant independent of $n$ and $\Delta_{n,[p,k]}(w) = \text{diag}_{i=1,\ldots,n(p-k)+k-1} w(x_i)$.

**Proof.** Throughout this proof, the letter $C$ denotes a generic constant independent of $n$. Let $Z = H_{n,[p,k],q}(w) - \Delta_{n,[p,k]}(w)H_{n,[p,k],q}(1)$. By (6.31)–(6.36), for $i, j = 1, \ldots, n(p-k) + k - 1$, we have

$$|Z_{ij}| = \left| \int_{\text{supp}(B_{i+1,[p,k]})} (w(x) - w(x_i)) \frac{\partial B_{j+1,[p,k]}(x)}{\partial x_q} B_{i+1,[p,k]}(x) dx \right|$$

$$= \int_{\text{supp}(B_{i+1,[p,k]})} |w(x) - w(x_i)| \left| \frac{\partial B_{j+1,[p,k]}(x)}{\partial x_q} \right| B_{i+1,[p,k]}(x) dx$$

$$\leq \max_{x \in \text{supp}(B_{i+1,[p,k]})} |w(x) - w(x_i)| C_{p,q} \omega_{\theta}(x) \mu_{\theta}(\text{supp}(B_{i+1,[p,k]}))$$

$$\leq C_{p,q} n_q \omega_w \left( \frac{\min(p+1, n)}{\min(n)} \right) N \left( \frac{p+1}{n} \right) \leq C \frac{n_q}{N(n)} \omega_w \left( \frac{1}{\min(n)} \right).$$

The number of nonzero entries in each row and column of $Z$ is bounded by $(2|p|_{\infty} + 1)^d$ because $Z_{ij} = 0$ whenever $|i - j|_{\infty} > |p|_{\infty}$. Indeed, for $|i - j|_{\infty} > |p|_{\infty}$, the intersection of the supports of $B_{i+1,[p,k]}$ and $B_{j+1,[p,k]}$ has zero measure by the local support property (6.31). Thus, by N 1,

$$\|Z\| \leq C \frac{n_q}{N(n)} \omega_w \left( \frac{1}{\min(n)} \right),$$
which proves (6.84). The proof of (6.85) is completely analogous (simply repeat the above steps using $w(x_j)$ in place of $w(x_i)$ and $\text{supp}(B_j+1,[p,k])$ in place of $\text{supp}(B_i+1,[p,k])$).

**GLT analysis of the higher-order FE discretization matrices.** In what follows, we assume that $\mathbf{n} = \gamma n$, where $\gamma \in \mathbb{Q}^d$ is a fixed vector with positive components and $n$ varies in the infinite subset of $\mathbb{N}$ such that $\mathbf{n} = \gamma n \in \mathbb{N}^d$. This assumption essentially says that each stepsize $h_i = \frac{1}{n_i}$ tends to 0 with the same asymptotic speed as the others. The main result of this section is Theorem 6.16, which gives the spectral distribution of the normalized sequence $\{B_{\mathbf{n}([p,k])}(A, b, c, \rho)\}_{n}$, where

$$B_{\mathbf{n}([p,k])}(A, b, c, \rho) = B(n, n^d - 1)_{\mathbf{n}([p,k])}(A, b, c, \rho) = \begin{bmatrix} n!^{-2} A_{\mathbf{n}([p,k])}(A) & n!^{-1} H_{\mathbf{n}([p,k])}(b) \\ n!^{-1} H_{\mathbf{n}([p,k])}(c) & n^d M_{\mathbf{n}([p,k])}(\rho) \end{bmatrix}$$

is the normalized version of $S_{\mathbf{n}([p,k])}(A, b, c, \rho)$ defined by (6.75) for $r = n$ and $s = n^d - 1$.

**Theorem 6.16.** Suppose that $\alpha_{\ell,q}, b_q, c_q, \rho \in L^1((0, 1)^d)$, for every $\ell, q = 1, \ldots, d$, and that the matrix $A(x) = (\alpha_{\ell,q}(x))_{\ell,q=1}^d$ is symmetric for every $x \in (0, 1)^d$. Let $p \geq 1$ and $0 \leq k \leq p - 1$, let $\gamma \in \mathbb{Q}^d$ be a vector with positive components, and assume that $\mathbf{n} = \gamma n$ (it is understood that $n$ varies in the infinite subset of $\mathbb{N}$ such that $\mathbf{n} = \gamma n \in \mathbb{N}^d$). Then

$$\{B_{\mathbf{n}([p,k])}(A, b, c, \rho)\}_{n} \sim_\sigma \eta^{(\gamma)}_{\mathbf{n}([p,k])}(x, \theta),$$

where

$$\kappa^{(\gamma)}_{\mathbf{n}([p,k])}(x, \theta) = \frac{1}{N(\gamma)} \sum_{\ell,q=1}^d \gamma^{\ell,q} \alpha_{\ell,q}(x) (H_{\mathbf{n}([p,k])})_{\ell,q}(\theta),$$

$$\zeta^{(\gamma)}_{\mathbf{n}([p,k])}(x, \theta) = \frac{1}{N(\gamma)} \sum_{q=1}^d \gamma_q b_q(x) \xi_{\mathbf{n}([p,k])}(x, \theta),$$

$$\zeta^{(\gamma)}_{\mathbf{n}([p,k])}(x, \theta) = \frac{1}{N(\gamma)} \sum_{q=1}^d \gamma_q c_q(x) \xi_{\mathbf{n}([p,k])}(x, \theta),$$

$$\omega^{(\gamma)}_{\mathbf{n}([p,k])}(x, \theta) = \frac{1}{N(\gamma)} \rho(x) \mu_{\mathbf{n}([p,k])}(\theta),$$

and $(H_{\mathbf{n}([p,k])})_{\ell,q}(\theta), \xi_{\mathbf{n}([p,k])}(x, \theta), \mu_{\mathbf{n}([p,k])}(\theta)$ are defined in (6.58), (6.79), (6.80), respectively. If moreover $c_q = -b_q \in C([0,1]^d)$, for all $q = 1, \ldots, d$, then we also have

$$\{B_{\mathbf{n}([p,k])}(A, b, c, \rho)\}_{n} \sim_\lambda \eta^{(\gamma)}_{\mathbf{n}([p,k])}(x, \theta),$$

**Proof.** Keeping in mind Notation 6.4, define

$$\hat{B}_{\mathbf{n}([p,k])}^0(A, b, c, \rho) = \begin{bmatrix} n!^{-2} \hat{A}_{\mathbf{n}([p,k])}^0(A) & n!^{-1} \hat{H}_{\mathbf{n}([p,k])}^0(b) \\ n!^{-1} \hat{H}_{\mathbf{n}([p,k])}^0(c) & n^d \hat{M}_{\mathbf{n}([p,k])}^0(\rho) \end{bmatrix}.$$
we have

\[ B_{n,[p,k]}(A, b, c, \rho) = \begin{pmatrix} P_{n,[p,k]}^* & O \\ P_{n,[p,k]}^* & O \end{pmatrix} \begin{pmatrix} B_{n,[p,k]}^0(A, b, c, \rho) \\ B_{n,[p,k]}^0(A, b, c, \rho) \end{pmatrix} \begin{pmatrix} P_{n,[p,k]} & O \\ P_{n,[p,k]} & O \end{pmatrix} . \]

By Lemma 6.14 and GLT 6,

\[ \{ \Pi_n B_{n,[p,k]}(A, b, c, \rho) \Pi_n^T \} \sim \text{GLT} \eta^{(\gamma)}(\Pi_n(A, b, c, \rho)) \text{GLT} \eta^{(\gamma)}(\Pi_n(A, b, c, \rho)) \]

\[ \Pi_n = \Pi_{n+k,2,N(p-k)} \begin{pmatrix} \Pi_{n+k,2,N(p-k)} & O \\ \Pi_{n+k,2,N(p-k)} & O \end{pmatrix} \]

Hence we obtain \( \{ B_{n,[p,k]}(A, b, c, \rho) \} \sim \text{GLT} \eta^{(\gamma)}(x, \theta) \) by GLT 1, and thus it follows that \( \{ B_{n,[p,k]}(A, b, c, \rho) \} \sim \text{GLT} \eta^{(\gamma)}(x, \theta) \) by S 5. It remains to prove that \( \{ B_{n,[p,k]}(A, b, c, \rho) \} \sim \lambda \eta^{(\gamma)}(x, \theta) \) under the assumption \( c_q = -b_q \in C([0,1]^d) \) for all \( q = 1, \ldots, d \). This assumption ensures that \( \Pi_n B_{n,[p,k]}(A, b, c, \rho) \Pi_n^T \) is “almost” Hermitian. More precisely, if \( \chi_i \) is any point in the support of the B-spline \( B_{i+1,[p,k]} \), by Lemma 6.15 we have

\[ \Pi_n B_{n,[p,k]}(A, b, c, \rho) \Pi_n^T = \Pi_n C_n \Pi_n^T + \Pi_n Z_n \Pi_n^T, \]

where

\[ C_n = \begin{pmatrix} n^{d-2} \hat{H}_{n,[p,k]}^0(A, b, c, \rho) & \sum_{q=1}^d n^{d-1} \hat{H}_{n,[p,k]}^0(b_q) \hat{H}_{n,[p,k]}^0(c_q) \\ \sum_{q=1}^d n^{d-1} \hat{H}_{n,[p,k]}^0(b_q) \hat{H}_{n,[p,k]}^0(c_q) & n^d \hat{H}_{n,[p,k]}^0(1) \end{pmatrix} \]

is symmetric (thanks to the relation \( \hat{H}_{n,[p,k]}^0(1) = P_{n,[p,k]}^* H_{n,[p,k]}(1) P_{n,[p,k]}^* \)), the skew-symmetry of \( H_{n,[p,k]}(1) \), and the hypothesis \( c_q = -b_q \) for \( q = 1, \ldots, d \) and \( Z_n \) is defined by

\[ Z_n = \begin{pmatrix} O & Y_n \\ W_n & O \end{pmatrix}, \]

with

\[ Y_n = \sum_{q=1}^d \left( \hat{H}_{n,[p,k]}^0(b_q) - \hat{H}_{n,[p,k]}^0(c_q) \right) \chi_q \]

\[ = P_{n,[p,k]}^* \sum_{q=1}^d \left( H_{n,[p,k]}(b_q) - H_{n,[p,k]}(c_q) \right) \chi_q \]

\[ W_n = \sum_{q=1}^d \left( \hat{H}_{n,[p,k]}^0(c_q) - \hat{H}_{n,[p,k]}^0(b_q) \right) \chi_q \]

\[ = P_{n,[p,k]}^* \sum_{q=1}^d \left( H_{n,[p,k]}(c_q) - H_{n,[p,k]}(b_q) \right) \chi_q \]

By Lemma 6.15, N 5, and the continuity of \( c_q = -b_q \),

\[ \| Z_n \| = \max\{||Y_n||, ||W_n||\} \leq C \sum_{q=1}^d \omega_{b_q}(n^{-1}) \rightarrow 0. \]

The thesis (6.86) now follows from GLT 2, taking into account (6.87)–(6.89).
6.5. Higher-order isogeometric Galerkin discretization of eigenvalue problems. Let \( \mathbb{R}^+ \) be the set of positive real numbers. Consider the following eigenvalue problem: find eigenvalues \( \lambda_j \in \mathbb{R}^+ \) and eigenfunctions \( u_j \), for \( j = 1, 2, \ldots, \infty \), such that

\[
\begin{cases}
-\nabla \cdot A \nabla u_j = \lambda_j bu_j, & \text{in } \Omega, \\
u_j = 0, & \text{on } \partial \Omega,
\end{cases}
\]

where \( A = [a_{\ell q}]_{\ell,q=1}^{d} \) and \( \Omega \) is a bounded open domain in \( \mathbb{R}^d \) with Lipschitz boundary. We assume that \( a_{\ell q} \in L^1(\Omega) \) for all \( \ell, q = 1, \ldots, d \), that \( A(x) = [a_{\ell q}(x)]_{\ell,q=1}^{d} \) is symmetric positive definite (SPD) for almost every \( x \in \Omega \), and that \( b \in L^1(\Omega) \) with \( b > 0 \) a.e. in \( \Omega \). It can be shown that the eigenvalues \( \lambda_j \) must necessarily be real and positive. This can be formally seen by multiplying (6.90) by \( u_j \) and integrating over \( \Omega \):

\[
\lambda_j = \frac{-\int_\Omega (\nabla \cdot A \nabla u_j) u_j}{\int_\Omega bu_j^2} = \frac{\int_\Omega (\nabla u_j)^T A \nabla u_j}{\int_\Omega bu_j^2} > 0.
\]

Isogeometric Galerkin discretization. The weak form of (6.90) reads as follows: find eigenvalues \( \lambda_j \in \mathbb{R}^+ \) and eigenfunctions \( u_j \in H^1_0(\Omega) \), for \( j = 1, 2, \ldots, \infty \), such that

\[
a(u_j, w) = \lambda_j (bu_j, w), \quad \forall w \in H^1_0(\Omega),
\]

where

\[
a(u_j, w) = \int_\Omega (\nabla w)^T A \nabla u_j, \quad (bu_j, w) = \int_\Omega bu_j w.
\]

In the standard Galerkin method, we fix a set of basis functions \( \{\varphi_1, \ldots, \varphi_N\} \subset H^1_0(\Omega) \), we define the so-called approximation space \( \mathcal{V} = \text{span}(\varphi_1, \ldots, \varphi_N) \), and we find approximations of the exact eigenpairs \( (\lambda_j, u_j) \), \( j = 1, 2, \ldots, \infty \), by solving the following (Galerkin) problem: find \( \lambda_j, u_j \in \mathbb{R}^+ \) and \( u_j \in \mathcal{V} \), for \( j = 1, \ldots, N \), such that

\[
a(u_j, w) = \lambda_j (bu_j, w), \quad \forall w \in \mathcal{V}.
\]

Assuming that the exact and numerical eigenvalues are arranged in non-decreasing order, then the pair \( (\lambda_j, u_j, w) \) is taken as an approximation of the pair \( (\lambda_j, u_j) \) for all \( j = 1, \ldots, N \), as prescribed in [65, Chapter 6], where one can find an error analysis for such a choice. The numbers \( \lambda_j, u_j \) are referred to as the (relative) eigenvalue errors. In view of the canonical identification of each function \( w \in \mathcal{V} \) with its coefficient vector with respect to the basis \( \{\varphi_1, \ldots, \varphi_N\} \), solving the Galerkin problem (6.91) is equivalent to solving the generalized eigenvalue problem

\[
A^{\text{stiff}} u_{j,\mathcal{V}} = \lambda_{j,\mathcal{V}} M^{\text{mass}} u_{j,\mathcal{V}},
\]

where \( u_{j,\mathcal{V}} \) is the coefficient vector of \( u_j, \mathcal{V} \) with respect to \( \{\varphi_1, \ldots, \varphi_N\} \) and

\[
A^{\text{stiff}} = [a(\varphi_j, \varphi_i)]_{i,j=1}^{N} = \left[ \int_\Omega (\nabla \varphi_i)^T A \nabla \varphi_j \right]_{i,j=1}^{N},
\]

\[
M^{\text{mass}} = [(b \varphi_j, \varphi_i)]_{i,j=1}^{N} = \left[ \int_\Omega b \varphi_j \varphi_i \right]_{i,j=1}^{N}.
\]
The matrices $A^{\text{stiff}}$ and $M^{\text{mass}}$ are referred to as the stiffness and mass matrices, respectively. Due to our assumption that $A$ is SPD a.e. and $b > 0$ a.e. in $\Omega$, both $A^{\text{stiff}}$ and $M^{\text{mass}}$ are SPD regardless of the chosen basis functions $\varphi_1, \ldots, \varphi_N$. Moreover, it is clear from (6.92) that the numerical eigenvalues $\lambda_{j,W}$, $j = 1, \ldots, N$, are just the eigenvalues of the matrix

$$L = (M^{\text{mass}})^{-1} A^{\text{stiff}}.$$

In the isogeometric Galerkin method [23, 51], we assume that the physical domain $\Omega$ is described by a global geometry function $G : [0, 1]^d \to \overline{\Omega}$, which is invertible and satisfies $G(\partial([0, 1]^d)) = \partial \overline{\Omega}$. We fix a set of basis functions $\{\hat{\varphi}_1, \ldots, \hat{\varphi}_N\}$ defined on the reference (parametric) domain $[0, 1]^d$ and vanishing on the boundary $\partial([0, 1]^d)$, and we find approximations to the exact eigenpairs $(\lambda_j, u_j)$, $j = 1, 2, \ldots, \infty$, by using the standard Galerkin method described above, in which the basis functions $\varphi_1, \ldots, \varphi_N$ are chosen as

$$\varphi_i(x) = \hat{\varphi}_i(G^{-1}(x)) = \hat{\varphi}_i(\hat{x}), \quad x = G(\hat{x}), \quad i = 1, \ldots, N. \tag{6.95}$$

The resulting stiffness and mass matrices $A^{\text{stiff}}$ and $M^{\text{mass}}$ are given by (6.93) and (6.94) with the basis functions $\hat{\varphi}_i$ defined as in (6.95). If we assume that $G$ and $\hat{\varphi}_i$, $i = 1, \ldots, N$, are sufficiently regular, we can apply standard differential calculus to obtain for $A^{\text{stiff}}$ and $M^{\text{mass}}$ the following expressions:

$$A^{\text{stiff}} = \left[ \int_{(0,1)^d} |\det(J_G)| (\nabla \hat{\varphi}_i)^T ((J_G)^{-1} A(G)(J_G)^{-T}) \nabla \hat{\varphi}_j \right]_{i,j=1}^{N}, \tag{6.96}$$

$$M^{\text{mass}} = \left[ \int_{(0,1)^d} b(G) |\det(J_G)| \hat{\varphi}_i \hat{\varphi}_j \right]_{i,j=1}^{N}, \tag{6.97}$$

where $J_G$ is the Jacobian matrix of $G$,

$$J_G = \left[ \frac{\partial G_i}{\partial x_j} \right]_{i,j=1}^{d} = \left[ \frac{\partial x_i}{\partial \hat{x}_j} \right]_{i,j=1}^{d}. \tag{6.98}$$

GLT analysis of the higher-order isogeometric Galerkin matrices. In the higher-order isogeometric Galerkin approach considered herein, we choose the basis functions $\hat{\varphi}_1, \ldots, \hat{\varphi}_N$ as the tensor-product $p$-degree $C^k$ B-splines

$$B_{2,[p,k]}, \ldots, B_{n(p-k)+k,[p,k]} \tag{6.99}$$

introduced in Section 6.2. If, for any $W = [w_{i,q}]_{i,q=1}^{d}$ with $w_{i,q} \in L^1((0,1)^d)$ and any $w \in L^1((0,1)^d)$, we define

$$A_{n,[p,k]}(W) = \left[ \int_{(0,1)^d} (\nabla B_{i+1,[p,k]} W \nabla B_{j+1,[p,k]} \right]_{i,j=1}^{n(p-k)+k-1},$$

$$M_{n,[p,k]}(w) = \left[ \int_{(0,1)^d} w B_{i+1,[p,k]} B_{j+1,[p,k]} \right]_{i,j=1}^{n(p-k)+k-1},$$

then the stiffness and mass matrices (6.96) and (6.97) resulting from the choice of the basis functions as in (6.98) are nothing else than $A_{n,[p,k]}(A_G)$ and $M_{n,[p,k]}(b_G)$, where

$$A_G = |\det(J_G)| (J_G)^{-1} A(G)(J_G)^{-T}, \quad b_G = b(G) |\det(J_G)|. \tag{6.99}$$
The main result of this section is Theorem 6.19. It gives the spectral distributions of the normalized sequences

\[ \{n^{d-2}A_{n,[p,k]}(A_G)\}_n, \quad \{n^dM_{n,[p,k]}(b_G)\}_n, \quad \{n^{-2}L_{n,[p,k]}(A_G, b_G)\}_n, \]

where \( n = \gamma n \) for some \( \gamma \in \mathbb{Q}^d \) and

\[ L_{n,[p,k]}(A_G, b_G) = (M_{n,[p,k]}(b_G))^{-1}A_{n,[p,k]}(A_G) \]

is the matrix whose eigenvalues are just the numerical eigenvalues produced by the considered higher-order isogeometric Galerkin method. To prove Theorem 6.19, some preliminary work is necessary. In what follows, we systematically use Notation 6.4.

**Lemma 6.17.** Let \( p \geq 1 \) and \( 0 \leq k \leq p - 1 \). Suppose that \( n = \gamma n \), where \( \gamma \in \mathbb{Q}^d \) is a fixed vector with positive components and \( n \) varies in the infinite subset of \( \mathbb{N} \) such that \( n = \gamma n \in \mathbb{N}^d \). Then, for any \( W = [w_{\ell q}]_{\ell,q=1} \), with \( w_{\ell q}, w \in L^1((0, 1)^d) \),

(6.100)

\[ \{n^{d-2} \Gamma_{n+k,p-k,\hat{A}}_{n,[p,k]}(W)\Gamma_{n+k,p-k}\}_n \sim_{GLT} \frac{1}{N(\gamma)} \sum_{\ell,q=1}^d \gamma_{\ell q} w_{\ell q}(x)(H_{[p,k]}\ell q(\theta)), \]

(6.101)

\[ \{n^d \Gamma_{n+k,p-k,\hat{M}}_{n,[p,k]}(w)\Gamma_{n+k,p-k}\}_n \sim_{GLT} \frac{1}{N(\gamma)} w(x)\mu_{[p,k]}(\theta), \]

where \( H_{[p,k]} \) and \( \mu_{[p,k]} \) are defined in (6.58) and (6.80), respectively.

**Proof.** By Lemma 6.14, the relations (6.100) and (6.101) hold with \( \hat{A}_0_{n,[p,k]}(W) \) and \( \hat{M}_1_{n,[p,k]}(w) \) in place of \( \hat{A}_1_{n,[p,k]}(W) \) and \( \hat{M}_1_{n,[p,k]}(w) \). Since, by definition (see Notation 6.4),

\[ \hat{A}_1_{n,[p,k]}(W) = \hat{A}_{0_{n,[p,k],k}}(W) + R_{n,[p,k]}^0, \]

\[ \hat{M}_1_{n,[p,k]}(w) = \hat{M}_{0_{n,[p,k],k}}(w) + R_{n,[p,k]}^0, \]

with \( \text{rank}(R_{n,[p,k]}^0) = o(n^d) \), the relations (6.100) and (6.101) follow from Z1, GLT 3, and GLT 4.

**Lemma 6.18.** Let \( p \geq 1 \) and \( 0 \leq k \leq p - 1 \). Then, \( \mu_{[p,k]}(\theta) \) is Hermitian positive definite for all \( \theta \in [-\pi, \pi]^d \).

**Proof.** By Lemma 6.17, if we take \( n = (n, \ldots, n) \), that is, \( \gamma = 1 \), then

\[ \{n^d \Gamma_{n+k,p-k,\hat{M}}_{n,[p,k]}(1)\Gamma_{n+k,p-k}\}_n \sim_{GLT} \mu_{[p,k]}(\theta). \]

Since \( n^d \hat{M}_{1_{n,[p,k],k}}(1) \) is symmetric, we infer from GLT 1 that

(6.102)

\[ \{n^d \hat{M}_{1_{n,[p,k],k}}(1)\}_n \sim \mu_{[p,k]}(\theta). \]

Now, by the discussion in Notation 6.4, the eigenvalues of \( \hat{M}_{1_{n,[p,k],k}}(1) \) coincide with the eigenvalues of \( M_{n,[p,k]}(1) \) plus further \( N((n+k)(p-k)) - N(n(p-k) + k - 1) \) eigenvalues that are equal to 1. By (6.78), P 7, and the positive definiteness of the matrix \( M_{n,[p,k]} \) for every \( p, n \geq 1 \) and \( 0 \leq k \leq p - 1 \), we have

(6.103)

\[ \lambda_{\min}(M_{n,[p,k]}(1)) = \lambda_{\min}(\bigotimes_{r=1}^d M_{n,[p_r,k_r]}) = \prod_{r=1}^d \lambda_{\min}(M_{n,[p_r,k_r]}). \]
By (6.28), for every \( p, n \geq 1 \), every \( 0 \leq k \leq p - 1 \), and every \( y \in \mathbb{R}^{n(p-k)+k-1} \), we have

\[
y^T(nM_{n,[p,k]})y = n \int_0^1 \left( \sum_{i=1}^{n(p-k)+k-1} y_i B_{i+1,[p,k]}(\tilde{x}) \right)^2 d\tilde{x} \\
= n \left\| \sum_{i=1}^{n(p-k)+k-1} y_i B_{i+1,[p,k]} \right\|^2_{L^2([0,1])} \geq c_p \|y\|^2.
\]

Hence, by the minimax principle for eigenvalues [14, Corollary III.1.2],

\[
\lambda_{\min}(nM_{n,[p,k]}) = \min_{y \neq 0} \frac{y^T(nM_{n,[p,k]})y}{\|y\|^2} \geq c_p
\]

for all \( n \). In view of (6.103), this implies that

\[
\lambda_{\min}(n^dM_{n,[p,k]}(1)) = \prod_{r=1}^d c_{p_r} \implies \lambda_{\min}(n^dM^1_{n,[p,k]}(1)) \geq \min \left( 1, \prod_{r=1}^d c_{p_r} \right)
\]

for all \( n \). Taking into account that \( \lambda_{\min}(\mu_{[p,k]}(\theta)) \) is a continuous function of \( \theta \) just as \( \mu_{[p,k]}(\theta) \), by (6.102), (6.104), and S3 we have

\[
\lambda_{\min}(\mu_{[p,k]}(\theta)) \geq \min \left( 1, \prod_{r=1}^d c_{p_r} \right)
\]

for almost every \( \theta \in [-\pi, \pi]^d \), that is, for all \( \theta \in [-\pi, \pi]^d \), thanks to the continuity of \( \lambda_{\min}(\mu_{[p,k]}(\theta)) \). We then conclude that \( \mu_{[p,k]}(\theta) \) is Hermitian positive definite for all \( \theta \in [-\pi, \pi]^d \).

**Theorem 6.19.** Let \( \Omega \) be a bounded open domain in \( \mathbb{R}^d \) with Lipschitz boundary and suppose that the following conditions on the PDE coefficients and the geometry map are satisfied:

- \( a_{\ell q} \in L^1(\Omega) \) for all \( \ell, q = 1, \ldots, d \);
- \( b \in L^1(\Omega) \) and \( b > 0 \) a.e. in \( \Omega \);
- \( A(x) = [a_{\ell q}(x)]_{\ell,q=1}^d \) is SPD for a.e. \( x \in \Omega \);
- \( |\det(J_G)| > 0 \) a.e. in \([0,1]^d\) and \( (A_G)_{\ell q} \in L^1((0,1)^d) \) for all \( \ell, q = 1, \ldots, d \), where \( A_G \) is defined in (6.99).

Let \( p \geq 1 \) and \( 0 \leq k \leq p - 1 \), let \( \gamma \in \mathbb{Q}^d \) be a vector with positive components, and assume that \( n = \gamma n \) (it is understood that \( n \) varies in the infinite subset of \( \mathbb{N} \) such that \( n = \gamma n \in \mathbb{N}^d \)). Then,

\[
\{n^{d-2}A_{n,[p,k]}(A_G)\}_{n} \sim_{\sigma, \lambda} \kappa_{G_{[p,k]}}(\hat{x}, \theta) = \frac{1}{N(\gamma)} \sum_{\ell,q=1}^d \gamma_{\ell q} (A_G)_{\ell q} (\hat{x})(H_{[p,k]})_{\ell q}(\theta),
\]

(6.106)

\[
\{n^{d}M_{n,[p,k]}(b_G)\}_{n} \sim_{\sigma, \lambda} \mu_{G_{[p,k]}}(\hat{x}, \theta) = \frac{1}{N(\gamma)} b_G(\hat{x})\mu([p,k]n),
\]

(6.107)

\[
\{n^{-2}L_{n,[p,k]}(A_G, b_G)\}_{n} \sim_{\sigma, \lambda} \left( \mu_{G_{[p,k]}}(\hat{x}, \theta) \right)^{-1} \kappa_{G_{[p,k]}}(\hat{x}, \theta),
\]
where \( b_G \) is defined in (6.99), while \( H_{[p,k]} \) and \( \mu_{[p,k]} \) are defined in (6.58) and (6.80), respectively.

**Proof.** We first note that it is enough to prove (6.105)–(6.107) with \( A_{n,[p,k]}, M_{n,[p,k]}, L_{n,[p,k]} \) replaced by, respectively, \( \hat{A}_{n,[p,k]}, M_{n,[p,k]}, \hat{L}_{n,[p,k]} \), that is,

\[
\{ n^{d-2} \hat{A}_{n,[p,k]}(A_G) \}_n \sim_{\sigma, \lambda} \kappa_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta),
\]

(6.108)

\[
\{ n^d M_{n,[p,k]}(b_G) \}_n \sim_{\sigma, \lambda} \kappa_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta),
\]

(6.109)

\[
\{ n^{-2} \hat{L}_{n,[p,k]}(A_G, b_G) \}_n \sim_{\sigma, \lambda} \kappa_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta).
\]

(6.110)

Moreover, (6.108) and (6.109) follow immediately from Lemma 6.17 taking into account the symmetry of the matrices \( \hat{A}_{n,[p,k]}(A_G) \) and \( M_{n,[p,k]}(b_G) \). It only remains to prove (6.110). Keeping in mind the discussion in Notation 6.4, we note that

\[
(\hat{M}_{n,[p,k]}(b_G))^{-1}(\hat{A}_{n,[p,k]}(A_G)) = (\hat{M}_{n,[p,k]}(b_G))^{-1}(\hat{A}_{n,[p,k]}(A_G))
\]

(6.111)

\[
= (P_{n,[p,k]}M_{n,[p,k]}(b_G)P_{n,[p,k]} + R_{n,[p,k]}^0)^{-1}(P_{n,[p,k]}A_{n,[p,k]}(A_G)P_{n,[p,k]} + R_{n,[p,k]}^0)
\]

\[
= (P_{n,[p,k]}M_{n,[p,k]}(b_G)P_{n,[p,k]} + R_{n,[p,k]}^0)^{-1}P_{n,[p,k]}A_{n,[p,k]}(A_G)P_{n,[p,k]} + R_{n,[p,k]}^0)
\]

\[
= (P_{n,[p,k]}M_{n,[p,k]}(b_G))^{-1}A_{n,[p,k]}(A_G)P_{n,[p,k]} + R_{n,[p,k]}^0
\]

\[
= \hat{L}_{n,[p,k]}(A_G, b_G).
\]

Thus,

\[
\{ n^{-2} \hat{L}_{n,[p,k]}(A_G, b_G) \}_n \sim_{\sigma, \lambda} \kappa_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta).
\]

(6.112)

where \( X \sim Y \) means that the matrix \( X \) is similar to \( Y \); note that \( \hat{M}_{n,[p,k]}(b_G) \) is positive definite because \( b_G > 0 \) a.e. in \([0, 1]^d\) by the assumptions on \( b \) and \( G \), hence \( (\hat{M}_{n,[p,k]}(b_G))^{-1/2} \) is well-defined. By combining the equality in (6.111) with Lemmas 6.17, 6.18, and GLT 4, we immediately obtain

\[
\{ n^{-2} \hat{L}_{n,[p,k]}^{T,n+k,p-k}(A_G, b_G) \}_n \sim_{\text{GLT}} (\mu_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta))^{-1/2} \kappa_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta).
\]

The singular value distribution in (6.110) follows from (6.112) and GLT 1. Moreover, by Lemmas 6.17, 6.18, GLT 4, and GLT 5 (applied with \( f(z) = |z|^{1/2} \)), we have \(^3\)

\[
\{ \Gamma_{n+k,p-k}^{T,n+k,p-k}(n^d \hat{M}_{n,[p,k]}(b_G))^{-1/2}(n^d \hat{A}_{n,[p,k]}(A_G)) \}_n \sim_{\text{GLT}} (\mu_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta))^{-1/2} \kappa_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta).
\]

The singular value distribution of (6.110) is symmetric, from GLT 1 we get

\[
\{ (n^d \hat{M}_{n,[p,k]}(b_G))^{-1/2}(n^d \hat{A}_{n,[p,k]}(A_G)) \}_n \sim_{\text{GLT}} (\mu_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta))^{-1/2} \kappa_{G,[p,k]}^{(\gamma)}(\hat{x}, \theta).
\]

\(^3\)Recall that \( Y g(X) Y^{-1} = g(Y X Y^{-1}) \); see [50, Theorem 1.13].
which is equivalent to
\[
\left\{ (n^{d-2} \hat{A}_{n,[p,k]}(b_G))^{1/2} \left( n \hat{M}_{n,[p,k]}(b_G) \right)^{-1/2} \right\}_n
\sim \lambda \left( \mu^{(\gamma)}_{G,[p,k]}(\hat{x}, \theta) \right)^{-1} \left( \kappa^{(\gamma)}_{G,[p,k]}(\hat{x}, \theta) \right)
\]
by definition of the spectral distribution since
\[
\left( \mu^{(\gamma)}_{G,[p,k]}(\hat{x}, \theta) \right)^{-1} \left( \kappa^{(\gamma)}_{G,[p,k]}(\hat{x}, \theta) \right)^{-1/2} \sim \left( \mu^{(\gamma)}_{G,[p,k]}(\hat{x}, \theta) \right)^{-1/2} \left( \kappa^{(\gamma)}_{G,[p,k]}(\hat{x}, \theta) \right)^{-1/2}
\]
for all \((\hat{x}, \theta) \in [0,1]^d \times [-\pi, \pi]^d\). In view of the similarity in (6.111), we conclude that the eigenvalue distribution in (6.110) is satisfied.
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