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Abstract. The LSQR algorithm is a popular method for solving least-squares problems. For some matrices, LSQR may require a prohibitively large number of iterations to determine an approximate solution within a desired accuracy. This paper develops a strategy that couples the LSQR algorithm with an implicitly restarted Golub-Kahan bidiagonalization method to improve the convergence rate. The restart is carried out by first applying the largest harmonic Ritz values as shifts and then using LSQR to compute the solution to the least-squares problem. Theoretical results show how this method is connected to the augmented LSQR method of Baglama, Reichel, and Richmond [Numer. Algorithms, 64 (2013), pp. 263–293] in which the Krylov subspaces are augmented with the harmonic Ritz vectors corresponding to the smallest harmonic Ritz values. Computed examples show the proposed method to be competitive with other methods.
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1. Introduction. In this paper, we investigate large-scale least-squares (LS) problems

\[
\min_{x \in \mathbb{R}^n} \| b - Ax \|, \quad A \in \mathbb{R}^{\ell \times n}, \quad b \in \mathbb{R}^\ell
\]

where \( \| \cdot \| \) denotes the Euclidean vector norm. The matrix \( A \) is assumed to be sparse and too large to use direct solvers efficiently. Therefore iterative methods, which can also take advantage of the sparse structure of \( A \), are required in order to solve the LS problem. When \( \ell \geq n \) the preferred iterative method for solving LS problems is the LSQR Algorithm of Paige and Saunders [31]. LSQR is a Krylov subspace method that is based on the Golub-Kahan (GK) bidiagonalization, in which orthonormal bases for the \( m \)-dimensional Krylov subspaces

\[
K_m(AA^T, w_1) = \text{span}\{w_1, AA^T w_1, \ldots, (AA^T)^{m-1}w_1\}, \\
K_m(A^TA, p_1) = \text{span}\{p_1, A^TAp_1, \ldots, (A^TA)^{m-1}p_1\}
\]

are formed using the starting vectors \( w_1 = r_0/\|r_0\| \) and \( p_1 = A^Tw_1/\|A^Tw_1\| \), respectively, where \( r_0 = b - Ax_0 \) for an initial guess \( x_0 \) of the LS problem. Using the orthonormal bases for the spaces in (1.2), the LSQR Algorithm computes an approximate solution \( x_m \in x_0 + K_m(A^TA, p_1) \) and corresponding residual \( r_m = b - Ax_m \in K_m(AA^T, w_1) \) such that \( \| b - Ax_m \| \) is minimized over all possible choices for \( x_m \). The LSQR algorithm is a non-restarted method where the dimension \( m \) is increased until an acceptable solution of the LS problem is found. The theoretical foundation of LSQR yields a process that only requires the storage of a few basis vectors for each Krylov subspace. In exact arithmetic, LSQR terminates with the solution of the LS problem when linear dependence is established in (1.2). For LS problems with a well-conditioned matrix \( A \) or a small effective condition number, LSQR converges quickly yielding an approximation of the solution of the LS problem of desired accuracy long before linear dependence is encountered in (1.2); see Björck [9] for remarks. However, for LS problems with an ill-conditioned matrix \( A \) and a solution vector \( x \)}
with many components in the direction of the singular vectors associated with the smallest singular values, LSQR may require a prohibitively large number of iterations; see [9]. A contributing reason is that in finite arithmetic, the storage of only a few basis vectors at a time cannot maintain orthogonality among all previously non-stored basis vectors. Hence the generated Krylov subspaces have difficulty obtaining good approximations to the smallest singular triplets. The loss of orthogonality can be overcome by keeping previously computed basis vectors and reorthogonalizing. However, as \( m \) becomes large, this can become a computationally expensive, impractical storage requirement. One solution is to use a restarted Krylov subspace method to solve the LS problem. Restarting Krylov subspace methods after \( m \) iterations, for \( m \ll n \), can maintain orthogonality with a modest storage requirement. The restarted GMRES method of Saad and Schultz [34] is one of the most popular Krylov subspace methods for solving the LS problem when \( \ell = n \). However, using the restarted GMRES method to solve the LS problem introduces another difficulty, stagnation and/or slow convergence, [6, 39]. To overcome stagnation and/or slow convergence, restarted GMRES is often combined with a preconditioner or the minimization is over an augmented Krylov subspace; see [1, 7, 19, 28, 29, 33] and references within.

If we implement a restarted LSQR method, i.e., restarting LSQR after \( m \) iterations, we can maintain strong orthogonality among the bases by keeping all the vectors in storage. However, similar to GMRES, the restarted LSQR method can encounter stagnation and even slower convergence than using LSQR without reorthogonalization (cf. [15] for details on restarting the related LSMR algorithm). To overcome stagnation and/or slow convergence of restarting LSQR, we propose to solve the LS problem implicitly over an improved Krylov subspace, a form of preconditioning. We consider implicitly restarting the GK bidiagonalization (and hence LSQR) with a starting vector \( w_1^+ \), such that \( w_1^+ = \phi(AA^T)w_1 \) for some polynomial \( \phi \) that is strong in the direction of the left singular vectors associated with the smallest singular values. The Krylov subspaces \( K_m(AA^T, w_1^+) \) and \( K_m(A^TA, p_1^+) \) will then contain good approximations to the left and right singular vectors corresponding to the smallest singular values, respectively. Also, with judiciously chosen shifts (i.e., zeros of \( \phi(AA^T) \)) we can ensure that \( K_m(AA^T, w_1^+) \) will contain the LSQR residual vector at each iteration of the restarted method. This is essential so that our restarted LSQR method produces a non-increasing residual curve. Since the singular values of \( A \) are not known prior to starting the LSQR method, approximations must be found.

Implicitly restarted GK bidiagonalization methods [2, 3, 5, 21, 22, 24] have been used very successfully in providing good approximations to the smallest and largest singular triplets of a very large matrix \( A \) while using a small storage space and not many matrix-vector products. In this paper, we describe an implicitly restarted GK bidiagonalization method which selects a polynomial filter that produces good approximations of the singular vectors associated with the smallest singular values, thus improving the search spaces while simultaneously computing approximate solutions to the LS problem. There are many methods for preconditioning LSQR to improve convergence [8, 9, 10, 23, 33]. However, most methods require constructions prior to approximating solutions to the LS problem adding to the storage and/or computational time.

In [5], we solved the LS problem with an LSQR method over a Krylov subspace that was explicitly augmented by approximate singular vectors of \( A \). Augmenting Krylov subspaces in conjunction with solving the LS problem when \( \ell = n \) with the restarted GMRES method was first discussed by Morgan in [28]. Later, Morgan showed the mathematical equivalence between applying harmonic Ritz values as implicit shifts and augmenting the Krylov subspaces by harmonic Ritz vectors to solve the LS problem when \( \ell = n \) with restarted GMRES; cf. [29]. Similarly, in Section 5, we show that our proposed method of this paper, apply-
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ing harmonic Ritz values as implicit shifts to a restarted LSQR method to improve the Krylov subspaces, is mathematically equivalent to the routine in [5] that obtains Krylov subspaces by explicitly augmenting them with the harmonic Ritz vectors to improve convergence. Therefore, the theorems from [5], which show improved convergence for LSQR using augmented spaces, are applicable to this method. Applying the shifts implicitly is simple, and we introduce a new strategy for choosing and applying the shifts, which, based on our heuristics, further improves the convergence rates.

The paper is organized as follows: Section 2 describes, in detail, an implicitly restarted GK bidiagonalization method and the simplifications that can be utilized when using the harmonic Ritz values as shifts. Section 3 describes how LSQR can be successfully restarted by using the implicitly restarted GK bidiagonalization algorithm with harmonic Ritz values as shifts. The numerical issues of implicitly shifting via the bulgechasing method are discussed in Section 4 along with a new method for implicitly applying harmonic Ritz values as a shift. Section 5 gives the theoretical results of how the implicitly restarted LSQR algorithm generates the same updated Krylov subspaces as the augmented LSQR algorithm from [5]. Section 6 gives numerical experiments to show the competitiveness of the proposed method, and Section 7 gives concluding remarks.

Throughout this paper, we will denote \( \mathcal{N}(C) \) as the null space and \( \mathcal{R}(C) \) as the range of the matrix \( C \).

\textbf{2. Implicitly restarted Golub-Kahan bidiagonalization.} The GK bidiagonalization forms the basis for the LSQR algorithm discussed in Section 3 and is needed to approximate a set of the smallest singular triplets of \( A \). Define \( U_n = [u_1, u_2, \ldots, u_n] \in \mathbb{R}^{\ell \times n} \) and \( V_n = [v_1, v_2, \ldots, v_n] \in \mathbb{R}^{n \times n} \) with orthonormal columns, as well as the diagonal matrix \( \Sigma_n = \text{diag}[\sigma_1, \sigma_2, \ldots, \sigma_n] \in \mathbb{R}^{n \times n} \). Then

\begin{equation}
AV_n = U_n \Sigma_n \quad \text{and} \quad A^T U_n = V_n \Sigma_n
\end{equation}

are singular value decompositions (SVD) of \( A \) and \( A^T \), respectively, and

\begin{equation}
AV_k = U_k \Sigma_k \quad \text{and} \quad A^T U_k = V_k \Sigma_k
\end{equation}

for \( k << n \) are partial singular value decompositions (PSVD) of \( A \) and \( A^T \), respectively. We assume the singular values to be ordered from the smallest to the largest one, i.e.,

\[ 0 < \sigma_1 \leq \sigma_2 \leq \ldots \leq \sigma_n, \]

since we are interested in the smallest singular values of \( A \).

The GK bidiagonalization was originally proposed in [16] as a method for transforming a matrix \( A \) into upper bidiagonal form. However, for its connection to the LSQR algorithm in solving (1.1), we consider the variant that transforms \( A \) to lower bidiagonal form (cf. [31, bidiag 1]), described in Algorithm 2.1. The lower bidiagonal algorithm was described by Björk [11] as the more stable version of the GK bidiagonalization method and this form fits nicely into our implicitly restarted method.

\textbf{Algorithm 2.1. GK Bidiagonalization Method}

\textit{Input:} \( A \in \mathbb{R}^{\ell \times n} \) or functions for evaluating matrix-vector products with \( A \) and \( A^T \),

\( w_1 \in \mathbb{R}^\ell \): initial starting vector,

\( m \): number of bidiagonalization steps.
Output: $P_m = [p_1, \ldots, p_m] \in \mathbb{R}^{n \times m}$: matrix with orthonormal columns,
$W_{m+1} = [w_1, \ldots, w_{m+1}] \in \mathbb{R}^{\ell \times (m+1)}$: matrix with orthonormal columns,
$B_{m+1,m} \in \mathbb{R}^{(m+1) \times m}$: lower bidiagonal matrix,
$p_{m+1} \in \mathbb{R}^n$: residual vector,
$\alpha_{m+1} \in \mathbb{R}$.

1. Compute $\beta_1 := \|w_1\|$: $w_1 := w_1/\beta_1$: $W_1 := w_1$.
2. Compute $p_1 := A^T w_1$: $\alpha_1 := \|p_1\|$: $p_1 := p_1/\alpha_1$: $P_1 := p_1$.
3. for $j = 1 : m$
   4. Compute $w_{j+1} := Ap_j - w_j \alpha_j$.
   5. Reorthogonalization step: $w_{j+1} := w_{j+1} - W_{(1:j)}(W_{(1:j)}^T w_{j+1})$.
   6. Compute $\beta_{j+1} := \|w_{j+1}\|$: $w_{j+1} := w_{j+1}/\beta_{j+1}$.
   7. Compute $p_{j+1} := A^T w_{j+1} - p_j \beta_{j+1}$.
   8. Reorthogonalization step: $p_{j+1} := p_{j+1} - P_{(1:j)}(P_{(1:j)}^T p_{j+1})$.
   9. Compute $\alpha_{j+1} := \|p_{j+1}\|$: $p_{j+1} := p_{j+1}/\alpha_{j+1}$.
10. if $j < m$
   11. $P_{j+1} := [P_j, p_{j+1}]$.
12. endif
13. endfor

After $m$ steps, Algorithm 2.1 determines matrices $W_{m+1}$ and $P_m$ whose columns form orthonormal bases for the Krylov subspaces $\mathcal{K}_{m+1}(AA^T, w_1)$ and $\mathcal{K}_m(A^T A, p_1)$, respectively, as well as the decompositions
\begin{equation}
A^T W_{m+1} = P_m B_{m+1,m}^T + \alpha_{m+1} p_{m+1} e_{m+1}^T
\end{equation}
\begin{equation}
A P_m = W_{m+1} B_{m+1,m}
\end{equation}
where $p_{m+1}^T P_m = 0$, and $e_{m+1}$ is the $(m+1)$st axis vector. The matrix
\begin{equation}
B_{m+1,m} = \begin{bmatrix}
\alpha_1 & 0 \\
\beta_2 & \alpha_2 \\
\beta_3 & \ddots \\
\ddots & \ddots \\
0 & \cdots & \alpha_m \\
\beta_{m+1} & \cdots & \cdots & 0
\end{bmatrix} \in \mathbb{R}^{(m+1) \times m}
\end{equation}
is lower bidiagonal. We assume that Algorithm 2.1 does not terminate early, that is, $\alpha_j \neq 0$ and $\beta_j \neq 0$ for $1 \leq j \leq m + 1$; see [5] for a discussion on how to handle early termination. To avoid loss of orthogonality in finite precision arithmetic in the basis vectors $W_{m+1}$ and $P_m$, we reorthogonalize in lines 5 and 8 of the algorithm. The reorthogonalization steps do not add significant computational cost when $m << n$. For discussions and schemes on reorthogonalization we refer the reader to [2, 5, 15, 25, 35] and references within. For the numerical examples in Section 6 we follow the same scheme used in [5].

It is well known that using a Krylov subspace to obtain acceptable approximations to the smallest singular triplets of $A$ with equations (2.2) can require a prohibitively large value of $m$. Therefore, a restarting strategy is required. The most effective restarting strategy is to use an implicit restart technique. By implicitly restarting after $m << n$ steps of the GK bidiagonalization, storage requirements can be kept relatively small and provide good approximations to the desired singular vectors from the generated Krylov subspaces. The following section provides a detailed discussion on how to implicitly restart the GK bidiagonalization method.
2.1. Implicit restart formulas for the GK bidiagonalization. Implicitly restarting a
GK bidiagonalization method was first discussed in [11] and used in [2, 3, 5, 21, 22, 24].
Starting with the \( m \)-step GK bidiagonalization decomposition (2.2), the implicit restarting is
done by selecting a shift \( \mu \) and applying the shift via the Golub-Kahan SVD step [17, Algorithm 8.6.1]. The algorithm given in [17] assumes an upper bidiagonal matrix is given.
We modify the algorithm for a lower bidiagonal matrix, and it is given as the bulgechasing
(lower bidiagonal) algorithm (cf. Algorithm 2.2). Algorithm 2.2 uses the shift \( \mu \) and gen-
erates upper Hessenberg orthogonal matrices \( Q_L \in \mathbb{R}^{(m+1)\times (m+1)} \) and \( Q_R \in \mathbb{R}^{m\times m} \) such that \( B_{m+1,m}^+ = Q_L^T B_{m+1,m} Q_R \) is lower bidiagonal. Multiplying the first equation of (2.2)
by \( Q_L \) from the right and the second equation of (2.2) by \( Q_R \) also from the right yields
\[
\begin{align*}
A^T W_{m+1} Q_L &= P_m B_{m+1,m}^+ Q_L + \alpha_{m+1} p_{m+1} e_{m+1}^T Q_L \\
A P_m Q_R &= W_{m+1} B_{m+1,m}^+ Q_R,
\end{align*}
\]
Let \( W_{m+1} = W_{m+1} Q_L, P_m = P_m Q_R \), and
\[
\begin{equation}
\begin{align*}
p_m^+ &= \frac{\alpha_m^+ p_m^+ + (\alpha_{m+1} q_{m+1}^L + m) p_{m+1}^+}{\| \alpha_m^+ p_m^+ + (\alpha_{m+1} q_{m+1}^L + m) p_{m+1}^+ \|},
\end{align*}
\end{equation}
\]
where \( \alpha_m^+ \) is the \((m,m)\) diagonal entry of \( B_{m+1,m}^+ \), and \( q_{m+1}^L \) is the \((m+1,m)\) entry
of \( Q_L \). Now set \( \alpha_m^+ = \| \alpha_m^+ p_m^+ + (\alpha_{m+1} q_{m+1}^L + m) p_{m+1}^+ \| \). Then we have after removing the
last column from both sides of the equations in (2.4) a valid \((m-1)\)-step GK bidiagonalization
decomposition,
\[
\begin{align*}
A^T W_m &= P_{m-1}^+ B_{m,m-1}^T + \alpha_m^+ p_m^+ e_m^T \\
A P_m^+ &= W_m^+ B_{m,m-1}^+.
\end{align*}
\]
The \((m-1)\)-step GK bidiagonalization decomposition (2.6) is the decomposition that we
would have obtained by applying \((m-1)\) steps of Algorithm 2.1 with the starting vector
\( w_1^+ = \gamma (A^T - \mu I) w_1 \), i.e., a polynomial filter has been applied to \( w_1 \). See [3, 11, 24]
for detailed discussions on polynomial filters in the context of implicitly restarting a GK
bidiagonalization method. Given a suitable choice of a shift \( \mu \), the polynomial filter helps
dampen unwanted singular vector components of \( A \) from \( w_1 \). Multiple shifts \((p = m-k \text{ shifts } \mu_1, \mu_2, \ldots, \mu_p)\) can be applied via this process yielding the following valid \(k\)-step GK
bidiagonalization decomposition,
\[
\begin{align*}
A^T W_{k+1}^+ &= P_{k+1}^+ B_{k+1,k}^{+T} + \alpha_{k+1}^+ p_{k+1}^+ e_{k+1}^T \\
A P_{k+1}^+ &= W_{k+1}^+ B_{k+1,k}^+.
\end{align*}
\]
which would have been obtained by applying \(k\)-steps of Algorithm 2.1 with the starting vector
\( w_1^+ = \gamma \prod_{i=1}^p (A^T - \mu_i I) w_1 \). Using the vectors \( p_{k+1}^+, w_{k+1}^+ \) the \((k+1)\)th column vector
of \( W_{k+1}^+ \), and the scalar \( \alpha_{k+1}^+ \), the \(k\)-step GK bidiagonalization decomposition (2.7) can be
extended to an \(m\)-step GK bidiagonalization decomposition (2.2) by starting at step 4 of
Algorithm 2.1 and continuing for \( p \) more iterations.

ALGORITHM 2.2. BULGECHEASING (LOWER BIDIAGONAL)

Input: \( B_{m+1,m} \in \mathbb{R}^{(m+1)\times m} \) lower bidiagonal matrix,
\( \mu \) : implicit shift.

Output: \( Q_L \in \mathbb{R}^{(m+1)\times (m+1)} \) : upper Hessenberg matrix with orthonormal columns,
\( Q_R \in \mathbb{R}^{m\times m} \) : upper Hessenberg matrix with orthonormal columns,
\( B_{m+1,m}^+ = Q_L^T B_{m+1,m} Q_R \in \mathbb{R}^{(m+1)\times m} \) : updated lower bidiagonal matrix.
1. Determine the \((m + 1) \times (m + 1)\) Givens rotation matrix \(G(1, 2, \theta_1)\) such that
\[
\begin{bmatrix}
c & s \\
-s & c
\end{bmatrix}
\begin{bmatrix}
b_{1,1}^2 - \mu \\
b_{1,1} \cdot b_{2,1}
\end{bmatrix} = \begin{bmatrix} * \\ 0 \end{bmatrix}.
\]

2. Set \(Q^T_L := G(1, 2, \theta_1); \quad Q_R := I_m; \quad B_{m+1,m}^+ := G(1, 2, \theta_1)B_{m+1,m}^+.

3. for \(i = 1 : m - 1\)

4. Determine the \(m \times m\) Givens rotation matrix \(G(i, i + 1, \theta_i)\) such that
\[
\begin{bmatrix}
b_{i,i}^+ & b_{i,i+1}^+ \\
-s & c
\end{bmatrix}
\begin{bmatrix}
c & s \\
-s & c
\end{bmatrix} = \begin{bmatrix} * \\ 0 \end{bmatrix}.
\]

5. Update \(Q_R := Q_RG(i, i + 1, \theta_i); \quad B_{m+1,m}^+ := B_{m+1,m}^+G(i, i + 1, \theta_i).

6. Determine the \((m + 1) \times (m + 1)\) Givens rotation matrix \(G(i + 1, i + 2, \theta_{i+1})\)

such that
\[
\begin{bmatrix}
c & s \\
-s & c
\end{bmatrix}
\begin{bmatrix}
b_{i+1,i}^+ & b_{i+2,i}^+ \\
-s & c
\end{bmatrix} = \begin{bmatrix} * \\ 0 \end{bmatrix}.
\]

7. Update \(Q^T_L := G(i + 1, i + 2, \theta_{i+1})Q^T_L; \quad B_{m+1,m}^+ := G(i + 1, i + 2, \theta_{i+1})B_{m+1,m}^+.

8. endfor

2.2. Implicit restart with harmonic Ritz values as shifts. The dampening effect of the polynomial filter, \(\prod_{i=1}^p (A^T - \mu_i I)\), depends on the choice of shifts \(\mu_i\). There are several choices for \(\mu_i\) that have been investigated in the literature in this context; see, e.g., Ritz and harmonic Ritz values [24], refined Ritz values [21], refined harmonic Ritz values [22], and Leja points [3]. We examine the choice of using harmonic Ritz values as shifts for our implicitly restarted method. Harmonic Ritz values not only provide good approximations to the smallest singular values of \(A\), they have a much needed connection with the LSQR algorithm described in Section 3. The harmonic Ritz values \(\tilde{\theta}_j\) of \(A^T A\) are defined as the eigenvalues to the generalized eigenvalue problem
\[
(B_{m,m}B_{m,m}^T) + \alpha_m^2 \beta_{m+1}^2 B_{m,m}B_{m,m}^T - \lambda_m e_m e_m^T g_j = \tilde{\theta}_j g_j, \quad 1 \leq j \leq m,
\]
where \(B_{m,m}\) is the \(m \times m\) principal submatrix of \(B_{m+1,m}\), and \(g_j \in \mathbb{R}^m \setminus \{0\}\) is an eigenvector; see e.g., [27, 30] for properties and discussions of harmonic Ritz values. The eigenpairs \(\{(\tilde{\theta}_j, g_j)\}_{j=1}^m\) can be computed without forming the matrix \(B_{m,m}B_{m,m}^T\) from the SVD of \(B_{m+1,m}\),
\[
B_{m+1,m} \tilde{V}_m = \begin{bmatrix} \tilde{U}_m & \tilde{u}_{m+1} \end{bmatrix} \begin{bmatrix} \tilde{\Sigma}_m \\ 0 \end{bmatrix},
\]
where the matrices \(\tilde{V}_m = [\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_m] \in \mathbb{R}^{m \times m}\) and \(\tilde{U}_m = [\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m] \in \mathbb{R}^{(m+1) \times m}\) have orthonormal columns, \(\tilde{u}_{m+1} \in \mathbb{R}^{m+1}\) (the null vector) is a unit-length vector such that \(\tilde{u}_{m+1}^T \tilde{U}_m = 0\), and \(\tilde{\Sigma}_m = \text{diag}[\tilde{\sigma}_1, \tilde{\sigma}_2, \ldots, \tilde{\sigma}_m] \in \mathbb{R}^{m \times m}\). We order the \(m\) singular values according to
\[
0 < \tilde{\sigma}_1 < \tilde{\sigma}_2 < \ldots < \tilde{\sigma}_m.
\]
The strict inequalities come from the assumption that the diagonal and sub-diagonal entries of \(B_{m+1,m}\) are all nonzero [32, Lemma 7.7.1].
We have $\hat{\theta}_j = \sigma^2_j [30]$. The eigenvectors $g_j$ are the columns of $[I_m, \beta_{m+1} B_{m+1,m}^{-1} e_m] \tilde{U}_m$; see [5] for details. Furthermore, if $\sigma^2_j$ is used as a shift in Algorithm 2.2, then the return matrix $B_{m+1,m}^+$ has entries $\alpha^+_m = 0$ and $\beta^+_m = \pm \hat{\sigma}_j$. The following theorem shows this result.

**Theorem 2.3.** Given a lower bidiagonal matrix $B_{m+1,m}$ (2.3) where $\alpha_j \neq 0$ for $1 \leq j \leq m$ and $\beta_j \neq 0$ for $2 \leq j \leq m + 1$. In Algorithm 2.2, $\mu = \tilde{\sigma}^2_j$ (cf. (2.10)) if and only if the return matrix $B_{m+1,m}^+$ has $\alpha^+_m = 0$ and $\beta^+_m = \pm \hat{\sigma}_j$. Furthermore, Algorithm 2.2 returns the matrices $Q_L$ and $Q_R$ such that $Q_L e_{m+1} = \pm \hat{\alpha}_j$ and $Q_R e_m = \pm \hat{\nu}_j$.

**Proof.** Compute the QR-factorization of $B_{m+1,m}^T B_{m+1,m}^T - \mu I_{m+1} = QR$ where $Q \in \mathbb{R}^{(m+1) \times (m+1)}$ is orthogonal and $R \in \mathbb{R}^{(m+1) \times (m+1)}$ is upper triangular. An inspection of steps 1 and 2 in Algorithm 2.2 shows that the first columns of $Q_L$ and $Q_R$ are equal. Therefore, via the implicit Q Theorem [17, Theorem 7.4.2] we have $Q_L = QD$ where $D = \text{diag}[1, \pm 1, \ldots, \pm 1]$ and

\[
B_{m+1,m}^T B_{m+1,m}^T = Q_L^T B_{m+1,m} B_{m+1,m}^T Q_L = DQ^T B_{m+1,m} B_{m+1,m}^T Q D.
\]

The matrix $B_{m+1,m}^T B_{m+1,m}^T$ is a symmetric tridiagonal matrix, and if $\mu$ is an eigenvalue of $B_{m+1,m} B_{m+1,m}^T$, then [17, Section 8.3.3]

\[
Q_L^T B_{m+1,m} B_{m+1,m}^T Q_L e_{m+1} = DQ^T B_{m+1,m} B_{m+1,m}^T Q e_{m+1} = \mu e_{m+1}.
\]

Therefore,

\[
B_{m+1,m}^T B_{m+1,m}^T e_{m+1} = DQ^T B_{m+1,m} B_{m+1,m}^T Q e_{m+1} = \mu e_{m+1},
\]

$\beta^+_m = 0$ and $(\beta^+_m)^2 = \mu$. Since $\tilde{\sigma}^2_j \neq 0$ are eigenvalues of $B_{m+1,m} B_{m+1,m}^T$, we have $\beta^+_m = 0$ and $\beta^+_m = \pm \hat{\sigma}_j$. One can see that the reverse holds by noticing that $B_{m+1,m} B_{m+1,m}^T$ is unreduced, and if $\mu$ is not an eigenvalue, then $B_{m+1,m} B_{m+1,m}^T$ must also be unreduced [32, Lemma 8.13.1]. Algorithm 2.2 returns $Q_R$, $Q_L$, and $B_{m+1,m}^+$ satisfying $B_{m+1,m} Q_R = Q_L B_{m+1,m}^T$ and $B_{m+1,m}^T Q_L = Q_R B_{m+1,m}^T$. Using the structure of the last column of $B_{m+1,m}$ we have

\[
B_{m+1,m} Q_R e_m = Q_L B_{m+1,m}^T e_m = \pm \hat{\sigma}_j Q_L e_m + 1
\]

\[
B_{m+1,m}^T Q_L e_{m+1} = Q_R B_{m+1,m}^T e_{m+1} = \pm \hat{\sigma}_j Q_R e_m + 1
\]

The result $Q_L e_{m+1} = \pm \hat{\alpha}_j$ and $Q_R e_m = \pm \hat{\nu}_j$ follows from the SVD of $B_{m+1,m}$ (2.9) and the fact that the singular vectors of non-degenerate singular values are unique up to sign difference [9].

Calling Algorithm 2.2 with $B_{m+1,m}$ and $\mu = \tilde{\sigma}^2_m$ returns the upper Hessenberg orthogonal matrices

\[Q_L = [Q_{L,m}, \pm \hat{\alpha}_m] \in \mathbb{R}^{(m+1) \times (m+1)}, \quad \text{where } Q_{L,m} = [q_{L,1}, \ldots, q_{L,m}] \in \mathbb{R}^{(m+1) \times m},\]

\[Q_R = [Q_{R,m-1}, \pm \hat{\nu}_m] \in \mathbb{R}^{m \times m}, \quad \text{where } Q_{R,m-1} = [q_{R,1}, \ldots, q_{R,m-1}] \in \mathbb{R}^{m \times (m-1)},\]

and the lower bidiagonal matrix,

\[
B_{m+1,m}^+ = \begin{bmatrix}
B_{m,m-1}^+ & 0 \\
0 & \pm \hat{\sigma}_m
\end{bmatrix} \in \mathbb{R}^{(m+1) \times m}.
\]
The singular values of $B_{m,m-1}^+$ are

$$0 < \tilde{\sigma}_1 < \tilde{\sigma}_2 < \ldots < \tilde{\sigma}_{m-1}$$

and the SVD of $B_{m,m-1}^+$ is

$$B_{m,m-1}^+ Q_{m-1}^T \tilde{V}_{m-1} = Q_{m}^T \tilde{U}_{m-1} \tilde{\Sigma}_{m-1},$$

$$B_{m,m-1}^{++} = Q_{m-1}^T \tilde{U}_{m-1} \tilde{\Sigma}_{m-1} \tilde{V}_{m-1}^T.$$

Calling Algorithm 2.2 with $B_{m,m-1}^+$ and $\mu = \tilde{\sigma}_{m-1}^2$ returns the upper Hessenberg orthogonal matrices

$$Q_{Lm}^+ = [Q_{Lm-1}^+, \pm Q_{Lm-1}^T \tilde{u}_{m-1}] \in \mathbb{R}^{m \times m},$$

where $Q_{Lm-1}^+ = [q_{L1}, \ldots, q_{Lm-1}^+] \in \mathbb{R}^{m \times (m-1)},$

$$Q_{Rm-1}^+ = [Q_{Rm-2}^+, \pm Q_{Rm-1}^T \tilde{v}_{m-1}] \in \mathbb{R}^{(m-1) \times (m-1)},$$

where $Q_{Rm-2}^+ = [q_{R1}, \ldots, q_{Rm-2}^+] \in \mathbb{R}^{(m-1) \times (m-2)},$

and the lower bidiagonal matrix,

$$B_{m,m-1}^{++} = \begin{bmatrix} B_{m-1,m-2}^{++} & 0 \\ 0 & \pm \tilde{\sigma}_{m-1} \end{bmatrix} \in \mathbb{R}^{m \times (m-1)}.$$

Since the columns of $Q_{Rm-1}^+$ are orthonormal and $\tilde{v}_{m-1} \in \mathcal{R}(Q_{Rm-1}),$ we have

$$Q_{Rm-1}^+ Q_{Rm-1}^T \tilde{v}_{m-1} = \tilde{v}_{m-1}. \text{ Likewise } Q_{Lm-1}^+ Q_{Lm-1}^T \tilde{u}_{m-1} = \tilde{u}_{m-1}. \text{ Therefore,}$$

$$(Q_L \begin{bmatrix} Q_{Lm}^+ & 0 \\ 0 & 1 \end{bmatrix})^T B_{m+1,m}^+ Q_R \begin{bmatrix} Q_{Rm-1}^+ & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} B_{m-1,m-2}^{++} & 0 \\ 0 & \pm \tilde{\sigma}_{m-1} \end{bmatrix},$$

where

$$Q_R \begin{bmatrix} Q_{Rm-1}^+ & 0 \\ 0 & 1 \end{bmatrix} = [q_{R1}^{++}, \ldots, q_{Rm-2}^{++}, \tilde{v}_{m-1}, \tilde{v}_m]$$

and

$$Q_L \begin{bmatrix} Q_{Lm}^+ & 0 \\ 0 & 1 \end{bmatrix} = [q_{L1}^{++}, \ldots, q_{Lm-1}^{++}, \tilde{u}_{m-1}, \tilde{u}_m].$$

The matrices (2.14) and (2.15) are no longer upper Hessenberg; they have an additional nonzero sub-diagonal below the diagonal, increasing the lower band width to 2.
Repeating the process, we can use Algorithm 2.2 to apply multiple shifts. After applying the largest \( p = m - k \) harmonic Ritz values \( (\tilde{\sigma}_m^2, \ldots, \tilde{\sigma}_{k+1}^2) \) as shifts, we have

\[
Q_L^T B_{m+1,m} Q_R = \begin{bmatrix} B^+_{k+1,k} & 0 \\ \pm \tilde{\sigma}_{k+1} & \ddots \\ \vdots & \pm \tilde{\sigma}_m \end{bmatrix},
\]

(2.16)

where

\[
Q_R = [Q_{R_k}, \tilde{v}_{k+1}, \ldots, \tilde{v}_m]
\]

(2.17)

\[
Q_L = [Q_{L_{k+1}}, \tilde{u}_{k+1}, \ldots, \tilde{u}_m].
\]

The matrices (2.17) now have a lower bandwidth equal to \( p \). Using the process outlined in Section 2.1 with (2.16) and (2.17), we have analogous to (2.7) a \( k \)-step GK bidiagonalization,

\[
A^T W^+_{k+1} = P^+_{k+1} Q^T_{L_{k+1}},
\]

(2.18)

\[
A P^+_k = W^+_{k+1} B^+_{k+1,k}.
\]

where \( W^+_{k+1} = W_{m+1} Q_{L_{k+1}} \), \( P^+_k = P_m Q_{R_k} \), \( B^+_{k+1,k} = Q^T_{L_{k+1}} B_{m+1,m} Q_{R_k} \),

\[
p^+_k = \frac{\alpha_{m+1} q_{L_{m+1,k+1}}}{\alpha_{m+1} q_{L_{m+1,k+1}}} p_{m+1},
\]

(2.19)

and \( \alpha_{k+1} = |\alpha_{m+1} q_{L_{m+1,k+1}}| \). Using the vectors \( p^+_k \), \( w^+_k \) the \( (k + 1) \)th column vector of \( W^+_{k+1} \), and the scalar \( \alpha_{k+1} \), the \( k \)-step GK bidiagonalization decomposition (2.18) can be extended to an \( m \)-step GK bidiagonalization decomposition (2.2) by starting at step 4 of Algorithm 2.1 and continuing for \( p \) more iterations.

We remark again that the importance of using harmonic Ritz values as shifts is the connection with the LSQR method described in Section 3 where zeroing out the diagonal elements of \( B^+_{m+1,m} \) (cf. (2.11), (2.12), (2.13), (2.16)) is essential for restarting the LSQR method.

2.3. Adaptive shift strategy. In order to help speed up convergence to the smallest singular triplets and ultimately speed up our implicitly restarted LSQR algorithm, we developed an adaptive shift strategy. It was first observed in [26] that if a shift \( \mu_{k+1} \) that is numerically close to \( \sigma_k^2 \) is used in the implicitly restarted GK bidiagonalization method, then the component along the \( k \)-th left singular vector can be strongly damped in

\[
w^+_1 = \prod_{i=k+1}^m (AA^T - \mu_i I) w_1.
\]

This can cause the resulting spaces \( W^+_{k+1} \) and \( V^+_{k+1} \) (2.18) to contain unsatisfactory approximations to the left and right singular vector corresponding to \( \sigma_k \), respectively. When using an implicitly restarted GK bidiagonalization to solve for a PSVD of \( A \), a heuristic was proposed in [26] to require that the relative gap between the approximating value \( \tilde{\sigma}_k^2 \) and all shifts \( \mu_i \), defined by

\[
\text{relgap}_{k,i} = \frac{(\tilde{\sigma}_k^2 - e_k) - \mu_i}{\tilde{\sigma}_k^2},
\]
where $e_k$ is the error bound on $\tilde{\sigma}^2$, be greater than $10^{-3}$. In the context of [26], the shifts considered to be too close, i.e., the “bad shifts”, were simply replaced by zero shifts. This strategy was adapted and applied in [21, 22] in which harmonic and refined harmonic Ritz values were used as shifts for computing some of the smallest and largest singular triplets. When searching for the smallest singular triplets, the “bad shifts” were replaced with the largest among all shift. In either case, through observation and numerical experiment, this improved the convergence of the smallest singular triplets. When implicitly restarting the GK bidiagonalization in combination with the LSQR algorithm, we cannot replace a “bad shift” by the largest among all shifts, i.e., our combined routine does not allow repeated shifts. This would destroy the required Hessenberg structure of $Q_R$ and $Q_L$ in the equations given in Section 2. We also cannot use a zero shift; this would remove the null vector $\tilde{u}_{m+1}$ of $B_{m+1,m}$ from the space; see Section 3 for details. In our case, we are not just concerned with finding approximations to the $k$ smallest singular triplets of $A$, but rather to find a solution to the LS problem. Instead of applying $p$ shifts, we therefore opt to dynamically change the number of shifts to apply in order to have the best approximations to a set of singular triplets in our updated spaces $W^+_{k+1}$ and $V^+_{k}$ (2.18). That is, we look for the largest gap between certain $\tilde{\sigma}$s and only apply shifts up to the gap.

Our heuristic is based on two properties: that the harmonic Ritz singular value approximation $\tilde{\sigma}$, to $\sigma$, is such that $\sigma \leq \tilde{\sigma}$ [18] and the interlace property of the harmonic Ritz and Ritz values [30]. Using these properties leads us to examine the gaps between consecutive harmonic Ritz singular value approximations $\tilde{\sigma}$. If $\tilde{\sigma}$ is very close to $\tilde{\sigma}_{i+1}$ (and hence $\sigma$ is possibly very close to $\sigma_{i+1}$), then components of the updated starting vector in the direction of $u_i$ from (2.1) may be strongly damped by applying $\tilde{\sigma}_{i+1}^2 = \tilde{\sigma}_{i+1}$ as a shift, which is undesired. To minimize the possibility of this happening, our heuristic method fixes a small value $j$ and searches the interval $[\tilde{\theta}_{k+1-j}, \ldots, \tilde{\theta}_{k+1}, \ldots, \tilde{\theta}_{k+1+j}]$ around $\tilde{\theta}_{k+1}$ for the largest gap between any two consecutive harmonic Ritz values. That is, an index $k_j$ is chosen such that

$$
\max_{k+1-j \leq k_j \leq k+1} [\tilde{\theta}_{k+1+j} - \tilde{\theta}_{k_j}]
$$

and $k$ is replaced with $k_j$ where the number of shifts in the implicitly restarted GK bidiagonalization is set to $p = m - k_j$. Through numerical observation, a suitable choice for $j$ is typically between 2 and 6. Choosing $j$ too large can have a dramatic negative effect on the convergence rate. See Table 6.2 in Section 6 for numerical results for different values of $j$ and an improved convergence rate by using this adaptive shifting strategy.

3. Implicitly restarted LSQR. In this section we describe the proposed implicitly restarted LSQR method, Algorithm 3.2, which is a combination of a restarted LSQR method with the implicitly restarted GK bidiagonalization method described in Section 2. Algorithm 3.1 outlines a single step of a restarted LSQR method that we will need. A first call to Algorithm 3.1 with an initial approximate solution of the LS problem $x_0$, $r_0 = b - Ax_0$ and $w_1 = r_0$ will produced the same output $x_m$ and $r_m$ as the Paige and Saunders [31] routine. However, in order to call Algorithm 3.1 again after we use the implicitly restarted formulas of Section 2 to reduce the $m$-step GK bidiagonalization (2.2) to a $k$-step GK bidiagonalization (2.18), we need to have $r_m \in \mathcal{R}(W^+_{k+1})$. If $r_m \notin \mathcal{R}(W^+_{k+1})$, then we are using a Krylov subspace that does not contain the residual vector. This would require an approximation of $r_m$ from the Krylov subspace, which can severely slow down the procedure or lead to non-convergence.

However, it was shown in [5] that if we have an $m$-step GK bidiagonalization (2.2) and compute $x_m$ from the LSQ equations, i.e., steps 2 and 3 of Algorithm 3.1, then
\[ r_m = \gamma W_{m+1} u_{m+1}, \] 
where \( u_{m+1} \) is the null vector (2.9) of \( B_{m+1,m} \), and \( \gamma \in \mathbb{R} \). Using the implicitly restarted formulas of Section 2 with an application of the \( p \) largest harmonic Ritz values as shifts, we obtain a \( k \)-step GK bidiagonalization decomposition (2.18) with \( W_{k+1}^+ = W_{m+1}Q_{L_{k+1}} \). Equation (2.17) shows that we must have \( u_{m+1} \in \mathcal{R}(Q_{L_{k+1}}) \) and hence \( r_m = W_{k+1}^+ f_{k+1} \) for some vector \( f_{k+1} \in \mathbb{R}^{k+1} \), i.e., \( r_m \in \mathcal{R}(W_{k+1}^+) \).

**Algorithm 3.1. Restarted LSQR Step**

**Input:** \( k \)-step GK bidiagonalization (2.18) or (4.2) or the \( k \)-step factorization (4.1) where \( r_k \in \mathcal{R}(W_{k+1}^+) \).

\[ p = m - k : \text{number of additional bidiagonalization steps}, \]

\[ x_k \in \mathbb{R}^n : \text{approximation to LS problem}, \]

**Output:** \( m \)-step GK bidiagonalization (2.2),

\[ x_m \in \mathbb{R}^n : \text{approximation to LS problem}, \]

\[ r_m \in \mathbb{R}^\ell : \text{residual vector}. \]

1. Apply \( p = m - k \) additional steps of Algorithm 2.1 to obtain an \( m \)-step GK bidiagonalization (2.2).

2. Solve \( \min_{y_m \in \mathbb{R}^m} \left\| \begin{bmatrix} f_{k+1} \\ 0 \end{bmatrix} - B_{m+1,m} y_m \right\| \) for \( y_m \).

where \( r_k = W_{m+1} \begin{bmatrix} f_{k+1} \\ 0 \end{bmatrix} \) for some \( f_{k+1} \in \mathbb{R}^{k+1} \).

3. Set \( x_m = x_k + P_m y_m \).

4. \( r_m = r_k - W_{m+1} B_{m+1,m} y_m \).

The residual and approximate solution to the LS problem can be updated during step 1 of Algorithm 3.1, i.e., during the GK bidiagonalization Algorithm 2.1. The MATLAB code **irlsqr** used for numerical examples in Section 6 which implements Algorithm 3.2 updates the LSQR approximation and the residual during the GK bidiagonalization steps. Below is our algorithm that outlines the main routine of this paper.

**Algorithm 3.2. IRLSQR**

**Input:** \( A \in \mathbb{R}^{\ell \times n} \) or functions for evaluating matrix-vector products with \( A \) and \( A^T \),

\[ x_0 \in \mathbb{R}^n : \text{Initial approximate solution to LS problem}, \]

\[ r_0 = b - Ax_0 \in \mathbb{R}^\ell : \text{initial residual vector}, \]

\[ m : \text{maximum size of GK bidiagonalization decomposition}, \]

\[ p : \text{number of shifts to apply}, \]

\[ j : \text{integer used to adjust number of shifts (2.20)}, \]

\[ \delta : \text{tolerance for accepting an approximate solution}. \]

**Output:** \( x_m : \text{approximate solution to the LS problem (1.1)}, \)

\[ r_m = b - Ax_m \in \mathbb{R}^\ell : \text{residual vector}. \]

1. Set \( w_1 = r_0 \) and \( k = 0 \).

2. Call Algorithm 3.1 to obtain \( m \)-step GK bidiagonalization

\[ A^T W_{m+1} = P_m B_{m+1,m}^T + \alpha_{m+1} B_{m+1,m} e_{m+1} \]

\[ A P_m = W_{m+1} B_{m+1,m} \]

and the solution \( x_m \) and the residual \( r_m \).

3. If \( \|A^T r_m\| / \|A^T r_0\| < \delta \) then exit.
4. Compute the \( m \) harmonic Ritz values, \((2.10)\).
5. Adjust the number of shifts \( p \) using user input \( j \) and \((2.20)\).
6. Apply the largest \( p \) harmonic Ritz values as shifts to obtain the \( k \)-step GK bidiagonalization \((2.18)\).

\[
A^T W_{k+1}^+ = P_{k+1}^+ B_{k+1,k}^+ + \alpha_{k+1}^+ e_{k+1}^T,
\]

\[
A P_k^+ = W_{k+1}^+ B_{k+1,k}^+.
\]

7. Set \( x_k = x_m \) and \( r_k = r_m \) and goto 2.

We remark that the computation of \( \|A^T r_m\|/\|A^T r_0\| \) in line 3 can be done efficiently using the formula in \([20]\). The applications of the implicit shifts of the harmonic Ritz values in step 6 of Algorithm 3.2 with the bulgechasing Algorithm 2.2 does not always yield the required structure of \( B_{m+1,m}^+ \), i.e., \( \alpha_m^+ = 0 \). For small values of \( m \) we do get \( \alpha_m^+ \approx 0 \), however, for modest values, \( m \approx 100 \), we get \( \alpha_m^+ \neq 0 \). Therefore, we developed an alternate method for applying the shifts that is discussed in the next section.

4. Harmonic bidiagonal method. The bulgechasing algorithm applies a shift implicitly to the bidiagonal matrix \( B_{m+1,m} \) while outputting two orthogonal upper Hessenberg matrices \( Q_L \) and \( Q_R \), such that \( B_{m+1,m}^+ = Q_L^+ B_{m+1,m} Q_R \). For the success of our method we need the output matrices \( Q_L \) and \( Q_R \) to be upper Hessenberg with the last columns as singular vectors and \( \alpha_m^+ \) of \( B_{m+1,m}^+ \) (cf. \((2.11), (2.12), (2.13), (2.16)\) zero). However, in finite precision arithmetic, Algorithm 2.2 (and the upper bidiagonal form of the algorithm) is prone to round off errors and the diagonal element \( \alpha_m^+ \) of \( B_{m+1,m}^+ \) is not always zero; cf. Table 4 and \([38]\) for a discussion. If the diagonal entry \( \alpha_m^+ \) of \( B_{m+1,m}^+ \) is nonzero, then by Theorem 2.3 we did not shift by a harmonic Ritz value \( \tilde{\sigma}^2_j \) and hence, \( r_m \notin \mathcal{R}(W_{k+1}^+) \); cf. the discussion in Section 3.

Other implicitly restarted methods \([4, 20, 21, 22, 24]\) that apply shifts implicitly can overcome the issue of a nonzero \( \alpha_m^+ \) by incorporating \( \alpha_m^+ \) into equation \((2.5)\). This strategy does not work in our method. Alternatively, the bulgechasing Algorithm 2.2 can be called repeatedly with the same shift until \( \alpha_m^+ \) becomes small. This process destroys the required upper Hessenberg structure of \( Q_R \) and \( Q_L \) and often requires many calls for a single shift. To overcome this difficulty and force the desired (i.e., required) structure for this paper, we developed a method, Algorithm 4.1, for implicitly applying the harmonic Ritz values as shifts that utilizes the singular values and vectors of \( B_{m+1,m} \).

Algorithm 4.1 takes advantage of the known structure of the orthogonal matrices \( Q_L \) and \( Q_R \). That is, in exact arithmetic, the application of \( p = m - k \) harmonic Ritz values \((\tilde{\sigma}_1^2, \ldots, \tilde{\sigma}_{k+1}^2)\) with Algorithm 2.2 yields banded upper Hessenberg matrices \((2.16)-(2.17)\),

\[
Q_L = [Q_{Lk+1}, \tilde{u}_{k+1}, \ldots, \tilde{u}_m],
\]

\[
Q_R = [Q_{Rk+1}, \tilde{v}_{k+1}, \ldots, \tilde{v}_m],
\]

with \( p \) sub-diagonals below the diagonal. The first vector \( q_{L_1} \in Q_{Lk+1} \) has, at most, the first \( p + 1 \) entries nonzero and is orthogonal to the \( p \) vectors \( \{\tilde{u}_{k+1}, \ldots, \tilde{u}_m\} \). The vector \( q_{L_1} \) can be easily constructed by finding a vector of length \( p + 1 \) that is orthogonal to the first \( p + 1 \) entries of each vector in \( \{\tilde{u}_{k+1}, \ldots, \tilde{u}_m\} \) and replacing the first \( p + 1 \) entries of \( q_{L_1} \) with that vector. The process can be repeated to find the second vector \( q_{L_2} \in Q_{Lk+1} \) by finding a vector of length \( p + 2 \) that is orthogonal to first \( p + 2 \) entries of each vector in \( \{q_{L_1}, \tilde{u}_{k+1}, \ldots, \tilde{u}_m\} \) and replacing the first \( p + 2 \) entries of \( q_{L_2} \) with that vector. The matrix \( Q_R \) is constructed in the same manner. The matrices \( Q_L \) and \( Q_R \) are constructed to be orthogonal banded upper Hessenberg matrices, and \( B_{m+1,m}^+ = Q_L^+ B_{m+1,m} Q_R \) will have
Table 4.1

| m  | Method of Implicit Shift | $|α_m^+|$ | $||q_{L,m+1} - u_m||$ | $||q_{R,m} - v_m||$ |
|----|-------------------------|--------|---------------------|---------------------|
| 20 | Algorithm 2.2 (Bulgechasing) | 2.3e-11 | 2.2e-11 | 2.6e-11 |
| 20 | Algorithm 4.1 (Harmonic Bidiagonal) | 1.1e-19 | 0 | 0 |
| 40 | Algorithm 2.2 (Bulgechasing) | 7.7e-10 | 1.1e-4 | 6.4e-5 |
| 40 | Algorithm 4.1 (Harmonic Bidiagonal) | 3.6e-17 | 0 | 0 |
| 80 | Algorithm 2.2 (Bulgechasing) | 1.41 | 1.52 | 1.61 |
| 80 | Algorithm 4.1 (Harmonic Bidiagonal) | 2.7e-17 | 0 | 0 |
| 120 | Algorithm 2.2 (Bulgechasing) | 1.1e-6 | 1.4 | 1.4 |
| 120 | Algorithm 4.1 (Harmonic Bidiagonal) | 1.8e-16 | 0 | 0 |

The numerical value of $|α_m^+|$ from $B_{m+1,m}^+$ after computing an m-step GK bidiagonalization (2.4) for the matrix [14] I LLC1850 $∈ \mathbb{R}^{1850\times 712}$ and calling Algorithms 2.2 and 4.1 to apply the largest harmonic Ritz value as a shift. The computation time is not reported since it is considered negligible in the overall method.

For $\alpha_i^+ = 0$ for $i = k + 1$ to $m$. However, the lower bidiagonal structure of $B_{m+1,m}^+$ may be compromised. It may happen that for some (or many) values of $i$, the first $p + i$ entries of the columns of $[\tilde{u}_k, \ldots, \tilde{u}_m]$ and $[\tilde{v}_k, \ldots, \tilde{v}_m]$ may form a rank deficient matrix, and hence steps 3 and 6 of Algorithm 4.1 may return multiple vectors that satisfy the above criteria. The matrices $Q_L$, $Q_R$, and $B_{m+1,m}^+$, however, will have the required structure for our method; and since $Q_L$ and $Q_R$ are orthogonal transformations, the singular values of the updated $B_{m+1,m}^+$ (not necessarily bidiagonal) matrix obtained from Algorithm 4.1 will be the same as the bidiagonal matrix which would have been obtained from Algorithm 2.2.

After using Algorithm 4.1 to apply the shifts, we have the following $k$-step factorization

$$A^T W_{k+1}^+ = P_k^+ B_{k+1,k}^T + \alpha_{k+1}^+ P_k^+ e_{k+1}^T$$

which is similar to (2.18) except that $B_{k+1,k}^+$ may not be lower bidiagonal. Algorithm 3.2 can be successfully used with equation (4.1) by applying the shifts in step 6 of Algorithm 3.2 via Algorithm 4.1.

The $k$-step GK bidiagonalization decomposition (2.18) can be recaptured by returning $B_{k+1,k}^+$ to lower bidiagonal form via orthogonal transformations with a row-wise Householder method starting with the last row; see, e.g., [36, 37]. Using row-wise Householder transformations (starting with the last row) creates orthogonal matrices $\tilde{Q}_L \in \mathbb{R}^{(k+1)\times (k+1)}$ and $\tilde{Q}_R \in \mathbb{R}^{k\times k}$ such that $\tilde{B}_{k+1,k} = \tilde{Q}_L^T B_{k+1,k}^+ \tilde{Q}_R$ is lower bidiagonal where

$$\tilde{Q}_L = \begin{bmatrix} \ast & 0 \\ 0 & 1 \end{bmatrix}.$$  

Letting $\tilde{P}_k = P_k^+ \tilde{Q}_R$ and $\tilde{W}_{k+1} = W_{k+1}^+ \tilde{Q}_L$, we can recover a $k$-step GK bidiagonalization decomposition

$$A^T \tilde{W}_{k+1} = \tilde{P}_k \tilde{B}_{k+1,k} + \alpha_{k+1}^+ P_k^+ e_{k+1}^T,$$

$$A \tilde{P}_k = \tilde{W}_{k+1} \tilde{B}_{k+1,k},$$

where $\tilde{B}_{k+1,k}$ is lower bidiagonal. The MATLAB code $\text{iirlsqr}$, used for numerical examples in Section 6 and which implements Algorithm 3.2, can be used with either structure (4.1) and (4.2). The authors notice no numerical differences.
Algorithm 4.1. Harmonic Bidiagonal Method

Input: \([\tilde{u}_{k+1}, \tilde{u}_{k+2}, \ldots, \tilde{u}_{m}] \in \mathbb{R}^{(m+1) \times p} : \text{left singular vectors of } B_{m+1,m} \) (2.9),
\([\bar{v}_{k+1}, \bar{v}_{k+2}, \ldots, \bar{v}_{m}] \in \mathbb{R}^{m \times p} : \text{right singular vectors of } B_{m+1,m} \) (2.9).

Output: \(Q_L \in \mathbb{R}^{(m+1) \times (m+1)} : \text{banded orthogonal upper Hessenberg,} \)
\(Q_R \in \mathbb{R}^{m \times m} : \text{banded orthogonal upper Hessenberg,} \)
\(B_{m+1,m}^+ = Q_L^T B_{m+1,m} Q_R \in \mathbb{R}^{(m+1) \times m} : \text{updated matrix.} \)

1. Set \(Q_{L_{k+1}} := [] \) and \(Q_{R_{k+1}} := [] \).
2. for \(i = 1 : k + 1 \)
3. Find a vector \(q_{L_{i}} \in \mathbb{R}^{p+i} \) orthogonal to the first \(p + i \) rows of each column of \([Q_{L_{k+1}}, \tilde{u}_{k+1}, \tilde{u}_{k+2}, \ldots, \tilde{u}_{m}] \).
4. Set \(Q_{L_{k+1}} := \left[ Q_{L_{k+1}}, \begin{bmatrix} q_{L_{i}} \\ 0 \end{bmatrix} \right] \).
5. if \(i \leq k \)
6. Find a vector \(q_{R_{k+1}} \in \mathbb{R}^{p+i} \) orthogonal to the first \(p + i \) rows of each column of \([Q_{R_{k+1}}, \bar{v}_{k+1}, \bar{v}_{k+2}, \ldots, \bar{v}_{m}] \).
7. Set \(Q_{R_{k+1}} := \left[ Q_{R_{k+1}}, \begin{bmatrix} q_{R_{i}} \\ 0 \end{bmatrix} \right] \).
8. endif
9. endfor
10. Set \(B_{m+1,m}^+ = Q_L^T B_{m+1,m} Q_R \).

Steps 3 and 6 of Algorithm 4.1 can be done in several ways, e.g., the MATLAB command \texttt{null} applied to the transpose of the first \(p + i \) rows of \([Q_{L_{k+1}}, \tilde{u}_{k+1}, \tilde{u}_{k+2}, \ldots, \tilde{u}_{m}] \).

5. Connection to augmented LSQR. This section shows the parallels between the augmented LSQR algorithm described in [5] and the implicitly restarted LSQR algorithm described in this paper. Both algorithms use a restarted GK bidiagonalization in conjunction with LSQR to solve the LS problem. The augmented LSQR algorithm of [5] is carried out by explicitly augmenting the Krylov subspaces (1.2) with the harmonic Ritz vectors associated with the smallest harmonic Ritz values. We briefly describe the spaces that result from the augmenting routine and refer the reader to [5] for the full details.

The harmonic Ritz vector of \(AA^T \) associated with the harmonic Ritz value \(\hat{\sigma}_j \) is defined as 
\[ \hat{u}_j = W_m g_j, \]
where \(g_j \) is the corresponding eigenvector from equation (2.8). Furthermore, it was shown in [5] that the eigenvector \(g_j \) can also be expressed as 
\[ g_j = \begin{bmatrix} I_m & \beta_{m+1} B_{m,m}^{-T} \end{bmatrix} \hat{u}_j, \]
where \(\hat{u}_j \) is the corresponding left singular vector associated with the singular value \(\hat{\sigma}_j \) from (2.9). Similar to our method for the initial iteration, the augmenting method in [5] sets \(\hat{u}_j = r_0 \) and calls Algorithm 2.2 to obtain the \(m\)-step GK bidiagonalization (2.2). The augmenting restarting step of [5] creates a variant of the equations (2.18),

\[
\begin{align*}
A^T \hat{W}_{k+1} &= \hat{P}_k \hat{B}_{k+1,k}^T + (\alpha_{m+1} \hat{q}_{m+1,k+1}) \hat{P}_{m+1} \hat{c}_{m+1}, \\
A \hat{P}_k &= \hat{W}_{k+1} \hat{B}_{k+1,k},
\end{align*}
\]
where \( W_{k+1} = W_{m+1} \hat{Q} \), \( \hat{P}_k = P_m \hat{V}_k \), \( B_{k+1,k} = \hat{Q}^T \hat{U}_k \Sigma_k \), and \( \hat{q}_{m+1,k+1} \) is the \((m+1,k+1)\) element of \( \hat{Q} \). The matrices \( \hat{U}_k \) and \( \hat{V}_k \) are the left and right singular vectors of \( B_{m+1,m} \), respectively, associated with the \( k \) smallest singular values, and \( \Sigma_k \) is the diagonal matrix of the \( k \) smallest singular values. The matrix \( \hat{Q} \) is taken from the \( \hat{Q} \hat{R} \) decomposition of

\[
(5.2) \quad \hat{Q} \hat{R} = \begin{bmatrix}
\hat{u}_{m+1,m+1} I_m & -\hat{u}_{m+1,m} \\
0 & \hat{u}_{m+1}
\end{bmatrix} \hat{U}_k \hat{u}_{m+1},
\]

where \( \hat{u}_{m+1,m+1} \in \mathbb{R} \) is the \((m+1)\)st element of the null vector \( \hat{u}_{m+1} \) and \( \hat{u}_{m+1,m} \in \mathbb{R}^m \) has as entries the first \( m \) elements of the null vector \( \hat{u}_{m+1} \). The matrix on the right side of (5.2) is considered to be full rank, and hence \( \hat{R} \) is invertible. We will show that \( \mathcal{R}(W_{k+1}^+) = \mathcal{R}(\hat{W}_{k+1}) \) and \( \mathcal{R}(\hat{P}_k) = \mathcal{R}(\hat{P}_k) \).

**Theorem 5.1.** Let \( \nu_1 = \nu_0 \) and call Algorithm 2.2 to obtain the \( m \)-step GK bidiagonalization (2.2). Then the matrices \( W_{k+1}^+ \) and \( P_k^+ \) of (2.18) that are created by applying the \( p = m - k \) largest harmonic Ritz values as shifts span, respectively, the same spaces as the matrices \( W_{k+1} \) and \( \hat{P}_k \) of (5.1), i.e., \( \mathcal{R}(W_{k+1}^+) = \mathcal{R}(\hat{W}_{k+1}) \) and \( \mathcal{R}(P_k^+) = \mathcal{R}(\hat{P}_k) \).

**Proof:** Using the formulas of Section 2 to apply the largest \( p = m - k \) harmonic Ritz value as shifts generates the orthogonal matrices \( Q_R = [Q_{R_k}, \hat{v}_{k+1}, \ldots, \hat{v}_m] \), and \( Q_L = [Q_{L_k}, \hat{u}_{k+1}, \ldots, \hat{u}_m] \), cf. (2.17). Since \( \mathcal{R}(Q_{R_k}) = \mathcal{R}(\hat{V}_k) \), \( P_k^+ = P_m Q_{R_k} \), and \( \hat{P}_k = P_m \hat{V}_k \), we have

\[
\mathcal{R}(P_k^+) = \mathcal{R}(\hat{P}_k).
\]

Define \( \hat{U}_{k+1,m} = [\hat{u}_{k+1}, \ldots, \hat{u}_m] \) and notice that \( \hat{U}_k^T Q_{L_k+1} = 0 \), and

\[
\hat{U}_k^T \begin{bmatrix}
\hat{u}_{m+1,m+1} I_m & -\hat{u}_{m+1,m} \\
0 & \hat{u}_{m+1}
\end{bmatrix} \hat{U}_k \hat{u}_{m+1} = 0.
\]

Since the matrices of (5.2) are of full rank we have \( \mathcal{N}(\hat{Q}^T) = \mathcal{N}(Q_{L_k+1}^T) \) and \( \mathcal{R}(Q_{L_k+1}) = \mathcal{R}(\hat{Q}) \). Since \( W_{k+1}^+ = W_{m+1} Q_{L_{k+1}} \), and \( \hat{W}_{k+1} = W_{m+1} \hat{Q} \), we have

\[
\mathcal{R}(W_{k+1}^+) = \mathcal{R}(\hat{W}_{k+1}). \quad \Box
\]

In Section 3 we showed that the residual \( r_m \) of LSQR is in the restarted space \( W_{k+1}^+ \) when implicit restarting is applied with the largest \( p \) harmonic Ritz values as shifts, and it is in \( W_{k+1} \) by construction (cf. 5, equation 3.9). Furthermore, the restart vector \( p^+_{k+1} \) (2.19) of the implicitly restarted method is a multiple of \( p_{m+1} \), and extending the \( k \)-step GK bidiagonalization methods (2.18) and (5.1) back to \( m \)-step GK bidiagonalization will produce \( \mathcal{R}(W_{m+1}^+) = \mathcal{R}(\hat{W}_{m+1}) \) and \( \mathcal{R}(P_m^+) = \mathcal{R}(\hat{P}_m) \). The process is then repeated.

**6. Numerical examples.** In this section we present some numerical examples to show the performance of Algorithm 3.2, which is implemented by the Matlab code iirlsqr*. The

---

*Code is available at [http://www.math.uri.edu/~jbaglama](http://www.math.uri.edu/~jbaglama).*
Table 6.1

<table>
<thead>
<tr>
<th>Example</th>
<th>(A)</th>
<th>(\ell)</th>
<th>n</th>
<th>nnz</th>
<th>(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1</td>
<td>ILLC1850</td>
<td>1850</td>
<td>712</td>
<td>8638</td>
<td>ILLC1850_RHS1</td>
</tr>
<tr>
<td>6.2</td>
<td>E30R0000</td>
<td>9661</td>
<td>9661</td>
<td>305794</td>
<td>E30R0000_RHS1</td>
</tr>
<tr>
<td>6.3</td>
<td>LANDMARK</td>
<td>71952</td>
<td>2704</td>
<td>1146848</td>
<td>rand(71952, 1)</td>
</tr>
<tr>
<td>6.4</td>
<td>BIG_DUAL</td>
<td>30269</td>
<td>30269</td>
<td>89858</td>
<td>(A\cdot\text{rand}(30269, 1))</td>
</tr>
</tbody>
</table>

Table 6.2

Number of matrix vector products with \(A\) and \(A^T\) required to get \(\|A^T r\|/\|A^T r_0\| \leq 10^{-12}\) using different values of \(j\) in the gap strategy given in Section 2. The table shows two different choices of \(p\) (number of shifts) and sets \(m = 100\) for the examples with the matrix ILLC1850 and \(m = 200\) for the examples with the matrix E30R0000. Column \(j = 0\) corresponds to no adjustments.

<table>
<thead>
<tr>
<th>(A)</th>
<th>(p)</th>
<th>(j = 0)</th>
<th>(j = 3)</th>
<th>(j = 6)</th>
<th>(j = 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILLC1850</td>
<td>20</td>
<td>3825</td>
<td>3647</td>
<td>3630</td>
<td>3657</td>
</tr>
<tr>
<td>ILLC1850</td>
<td>30</td>
<td>3750</td>
<td>3689</td>
<td>3681</td>
<td>3679</td>
</tr>
<tr>
<td>E30R0000</td>
<td>30</td>
<td>31753</td>
<td>30953</td>
<td>30153</td>
<td>42223</td>
</tr>
<tr>
<td>E30R0000</td>
<td>40</td>
<td>34731</td>
<td>30723</td>
<td>31037</td>
<td>31223</td>
</tr>
</tbody>
</table>

code uses the following user-specified parameters:

- \(tol\) Tolerance for accepting a computed approximate solution \(x\) as a solution to the LS problem (1.1), i.e., \(\|A^T r\|/\|A^T r_0\| \leq tol\).
- \(m\) Maximum number of GK bidiagonal steps.
- \(p\) Number of shifts to apply.
- \(j\) Size of interval around \(\hat{\theta}_{k+1}\) to find largest gap.
- \(maxit\) Maximum number of restarts.
- \(reorth12\) String deciding whether one or two sided reorthogonalization is used in Algorithm 2.1.

We compared the IRLSQR algorithm against the LSQR and LSMR algorithms. The latter codes were adapted to output the norm of the residuals after each bidiagonal step. Furthermore, LSQR was adapted to perform either one or two sided reorthogonalization against any specified number of previous GK vectors. In order to make a fair comparison between the three methods and to keep storage requirements the same with the GK vectors, LSQR and LSMR were reorthogonalized against only the previous \(m\) vectors. No comparisons were made with ALSQR of [5], since these routines are mathematically equivalent; see Section 5.

All computations were carried out using MATLAB version 7.12.0.0635 R2011a on a Dell XPS workstation with an Intel Core2 Quad processor and 4 GB of memory running under the Windows Vista operating system. Machine precision is \(2.2 \cdot 10^{-16}\). We present numerical examples with matrices taken from the University of Florida Sparse Matrix Collection [13] and from the Matrix Market Collection [12]; see Table 6.1. All examples use the initial approximate solution as \(x_0 = 0\), and \(r_0 = b\).

In Table 6.2, we used two matrices ILLC1850 and E30R0000 from the Matrix Market Collection along with the accompanied \(b\) vectors ILLC1850\_RHS1 and E30R0000\_RHS1, respectively, to show the results for various values \(j\) for the gap strategy outlined in Section 2.3. For all of the numerical examples, we set \(j\) equal to 5.

**Example 6.1.** We let the matrix \(A\) and vector \(b\) be ILLC1850 and ILLC1850\_RHS1, respectively. This matrix and \(b\) vector are from the LSQ group of the Matrix Market which
Example 6.1: \( A = \text{ILLC1850}, \ b = \text{ILLC1850}_RHS1. \) IRLSQR(100,30) indicates \( m = 100 \) and \( p = 30. \) LSMR (reorth) and LSQR (reorth) indicate reorthogonalization is performed against the \( m \) most recent vectors. IRLSQR converged at 3,693 matrix-vector products.

Example 6.2. The matrix \( A \) was chosen to be E30R0000, and the right hand side \( b \) was taken as E30R0000_RHS1. The matrix \( A \) and vector \( b \) are from the DRICAV group of matrices from the Matrix Market Collection. The group consists of matrices used from modeling 2D fluid flow in a driven cavity, and the main purpose of matrices from this collection is for testing iterative solvers. The matrix is nonsymmetric and indefinite. Since the matrix \( A \) is square and full rank, \( b \in \mathcal{R}(A), \) and therefore we show convergence of the quotients \( \| A^T r \| / \| A^T r_0 \| \) and \( \| r \| / \| r_0 \| \); see Figure 6.2. We used \texttt{irlsqr} with parameters \( m = 200, \ p = 30, \) and \( \text{reorth}12 = 2. \) We used two-sided reorthogonalization since the condition number of this matrix is approximately \( 3.47 \cdot 10^{11} \). We set \( tol = 1 \cdot 10^{-12} \) and accept an iterate \( x \) as a solution to the LS problem if

\[
\| A^T r \| / \| A^T r_0 \| < 1 \cdot 10^{-12}.
\]

Example 6.3. The matrix \( A \) was chosen to be LANDMARK of the Pereyra group from the University of Florida Sparse Matrix Collection. It comes from an LS problem. The matrix LANDMARK does not have a corresponding \( b \) vector, hence we chose it to be random with the MATLAB command \texttt{rand(71952,1)}. The rank of the matrix \( A \) is 2671 and we do not assume \( b \in \mathcal{R}(A), \) therefore we only show convergence of the quotient \( \| A^T r \| / \| A^T r_0 \| ; \) see Figure 6.3. We used \texttt{irlsqr} with parameters \( m = 250, \ p = 35, \) and \( \text{reorth}12 = 1. \) Setting \( tol = 1 \cdot 10^{-10} \), an iterate \( x \) is accepted as a solution to the LS problem if

\[
\| A^T r \| / \| A^T r_0 \| < 1 \cdot 10^{-10}.
\]

Example 6.4. The matrix \( A \) was chosen to be BIG_DUAL of the AG-Monien group from the University of Florida Sparse Matrix Collection. The matrix is from a 2D finite element problem. The matrix BIG_DUAL does not have a corresponding \( b \) vector. The rank consist of LS problems in surveying. The use of the matrix is to test iterative solvers, and it was one of the matrices used by Paige and Saunders [31] in the testing of the LSQR algorithm. For this example, \( b \notin \mathcal{R}(A), \) and therefore we only show convergence of the quotient \( \| A^T r \| / \| A^T r_0 \|. \) The function \texttt{irlsqr} was used with parameters \( m = 100, \ p = 30, \) and \( \text{reorth}12 = 1. \) We set \( tol = 1 \cdot 10^{-12} \). In Figure 6.1, we plot \( \| A^T r \| / \| A^T r_0 \| \) versus the number of matrix-vector products with \( A \) and \( A^T. \)
of the matrix is 30,239 (not full rank), we chose the vector $b$ to be $A \cdot \text{rand}(30269,1)$ so that $b \in \mathcal{R}(A)$. We plot the quotients $\|A^T r\|/\|A^T r_0\|$ and $\|r\|/\|r_0\|$; see Figure 6.4. We used `irlsqr` with parameters $m = 300$, $p = 45$, and `reorth12 = 1`. Setting $\text{tol} = 1 \cdot 10^{-14}$, an iterate $x$ is accepted as a solution to the LS problem if $\|A^T r\|/\|A^T r_0\| < 1 \cdot 10^{-14}$.

7. **Conclusion.** We have presented a new implicitly restarted LSQR algorithm for solving the LS problem. Theoretical results show the restarting to be equivalent to the augmented LSQR algorithm of [5]. However, this version is much simpler to implement. The gap strategy and ease of implementation of this method make it desirable. Numerical examples show the proposed new method is competitive with existing methods.
IMPLICITLY RESTARTING THE LSQR ALGORITHM

Fig. 6.3. Example 6.3: \( A = \text{LANDMARK} \) and \( b = \text{rand}(71952,1) \). \text{IRLSQR}(250,35) indicates \( m = 250 \) and \( p = 35 \). \text{LSMR (reorth)} and \text{LSQR (reorth)} indicate reorthogonalization is performed against the 250 most recent vectors. The graph shows the convergence of \( ||A^T r||/||A^T r_0|| \). \text{irlsqr} converged at 29,185 matrix-vector products.
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Example 6.4: $A = \text{BIG\_DUAL}$ and $b = A \cdot \text{rand}(30269,1)$. IRLSQR(300,45) indicates $m = 300$ and $p = 45$. LSMR (reorth) and LSQR (reorth) indicate reorthogonalization is performed against the 300 most recent vectors. The graph shows the convergence of $\|ATr\|/\|ATr_0\|$. IRLSQR converged at 62,961 matrix-vector products.


