SOLVING REGULARIZED LINEAR LEAST-SQUARES PROBLEMS BY THE ALTERNATING DIRECTION METHOD WITH APPLICATIONS TO IMAGE RESTORATION∗
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Abstract. We present and analyze ways to apply the Alternating Direction Method (ADM) to bound-constrained quadratic problems including \( \ell_1 \) and \( \ell_2 \) regularized linear least-squares problems. The resulting ADM schemes require the solution of two subproblems at each iteration: the first one is a linear system, the second one is a bound-constrained optimization problem with closed-form solution. Numerical results on image deblurring problems are provided and comparisons are made with a Newton-based method and a first-order method for bound-constrained optimization.
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1. Introduction. In this paper we address the solution of bound-constrained quadratic problems by the Alternating Direction Method (ADM) proposed originally in [10]. The problems considered are

\[
\begin{align*}
\min_{\ell \leq x \leq u} \frac{1}{2} \|Ax - b\|_2^2 + \frac{1}{2} \alpha^2 \|Bx\|_2^2, \\
\min_{\ell \leq x \leq u} \frac{1}{2} \|Ax - b\|_2^2 + \alpha^2 e^T x,
\end{align*}
\]

where \( A, B \in \mathbb{R}^{m \times n}, m \geq n, b \in \mathbb{R}^m, e = (1, \ldots, 1)^T \in \mathbb{R}^n, \alpha \in \mathbb{R} \) and the dimension \( n \) is large. The vectors \( \ell, u \in \mathbb{R}^n \) have finite components and the inequalities \( \ell \leq x \leq u \) are meant element-wise. Since \( \ell \) is finite, without loss of generality we assume it is the zero vector. Thus (1.2) is equivalent to the \( \ell_1 \) regularized least-squares problem

\[
\min_{0 \leq x \leq u} \frac{1}{2} \|Ax - b\|_2^2 + \alpha^2 \|x\|_1.
\]

The emphasis of our work is on problems where \( A \) and \( B \) have a specific structure and on optimization techniques capable of exploiting the structure. A motivation and relevant application are recovering images from noisy and blurry observations in image processing. In fact, (1.1) and (1.2) model image deblurring problems and \( A \) and \( B \) have structures depending on the boundary conditions used [23]. Next we assume that the quadratic functions in (1.1) and (1.2) are strictly convex, thus both problems admit an unique solution \( x^* \).

Typical examples for our problems are imaging systems which capture an image \( x \) and return degraded data \( b \). A common model of the degradation process is

\[
b = Ax + \eta,
\]
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where $b \in \mathbb{R}^m$, $\eta \in \mathbb{R}^m$ is an additive noise and $A$ is a linear operator; e.g., a convolution by a blurring kernel followed by a subsampling. Recovering $x$ from $b$ is usually an ill-posed inverse problem which should be regularized by using some prior information; this leads to the minimization problem

$$
\min_x \Phi_{fid}(x, b) + \alpha^2 \Phi_{reg}(x),
$$

where $\Phi_{fid}(x, b)$ measures the violation of the relation between $x$ and its observation $b$, $\Phi_{reg}(x)$ regularizes the solution by enforcing certain prior constraints on $x$, and $\alpha$ is a scalar weight.

In the literature, for the Gaussian noise the common fidelity term is $\Phi_{fid}(x, b) = \|Ax - b\|_2^2/2$. The use of Tikhonov regularization yields a minimization problem of the form (1.1), while an $\ell_1$ regularization, favoring the recovery of a sparse solution, gives rise to the so-called lasso problem [28]. Interestingly, Problem (1.1) may also arise in fast total variation minimization algorithms for image restoration, see; e.g., [16]. The constraints $l$ and $u$ on $x$ represent the dynamic range of the image; for example, in 8-bit gray-scale images the light intensities lie in a box with $l$ being the zero vector and $u = 255e$. We also mention the $\ell_2-\ell_1$ regularization introduced in [34] and note that strict convexity of the objective function in (1.1) and (1.2) can be enforced by using $\ell_2$ regularization.

A variety of iterative algorithms have been proposed for the above problems in both a general setting and image processing. In the latter context, a practical approach is to first solve the unconstrained minimization problems, and then to project or scale the unconstrained minimizer into the box $\{x \in \mathbb{R}^n : l \leq x \leq u\}$. However, in general the resulting images are of lower quality than those produced by methods which determine the solution of the constrained problems [7, 20]. This fact motivates the recent growing interest in methods for constrained optimization which provide fast solvers for image deblurring problems.

Newton-based methods for (1.1) and (1.2) such as primal dual interior point methods, affine scaling methods, conjugate gradient methods, require the solution of a linear system at each iteration, see e.g., [2, 17, 21, 19, 20, 26]. An efficient implementation of this linear algebra phase is an open problem in image restoration. In fact, due to the presence of bounds, the coefficient matrices of the systems do not preserve the properties of $A$ and $B$ and this fact slows down the performance of the solvers [7]. This difficulty can be overcome by gradient-based methods which avoid the solution of linear systems and are very effective when modest accuracy is required, see; e.g., [11, 12, 27, 31]. Another option is to use the alternating direction method which may be competitive with gradient-based methods although it calls for the solution of linear systems. Recently ADM has been successfully used in image processing restoration [1, 7, 24, 30, 32, 33].

The goal of this paper is to solve (1.1) and (1.2) by the alternating direction method. We propose formulations of our problems that can be tackled by ADM and analyze the resulting schemes, requiring the solution of two subproblems at each iteration. The first subproblem is a linear system which can be efficiently solved taking advantage of the structure of $A$ and $B$. The second subproblem is a bound-constrained optimization problem with closed-form solution. As a result, each iteration of the procedures is cheap to perform and modest accuracy can be achieved effectively. Convergence analysis of the procedures is provided along with experimental results on image deblurring problems that illustrate the performance of ADM and compare it with a Newton-based method and a gradient-based algorithm.

The rest of the paper is organized as follows. In Section 2, we briefly review the classical alternating direction method and present its application to reformulations for $\ell_1$ and $\ell_2$ regularized linear least-squares. The convergence analysis of the proposed ADM is given in
Section 3. Experimental results and conclusions are presented in Sections 4 and 5, respectively.

Throughout this paper the $n$-dimensional box $\{x \in \mathbb{R}^n : l \leq x \leq u\}$ is also denoted as $[l, u]$ and $P(\cdot)$ is the projection map onto the box; i.e., $P(x) = \min(u, \max(x, l))$ for $x \in \mathbb{R}^n$. Given $x, y \in \mathbb{R}^n$, $(x, y)$ denotes the inner product $x^T y$. The superscript $k$ represents the iteration number in an algorithm. $\| \cdot \|$ denotes $\| \cdot \|_2$, the Euclidean norm.

2. Solving the regularized least-squares problems via ADM. In this section, first we briefly review the alternating direction method for linearly constrained convex programming problems with separable structure. Second, we propose reformulations of problems (1.1), (1.2) that can be tackled via ADM and analyze the resulting procedures.

ADM solves problems of the form

$$\min_{x \in X, y \in Y} f_1(x) + f_2(y), \quad \text{subject to} \quad Cx + Ey = d,$$

where $X \subseteq \mathbb{R}^n$ and $Y \subseteq \mathbb{R}^m$ are given convex sets, $f_1 : X \to \mathbb{R}$ and $f_2 : Y \to \mathbb{R}$ are closed proper convex functions, $C \in \mathbb{R}^{h \times n}$, $E \in \mathbb{R}^{h \times m}$ and $d \in \mathbb{R}^h$ are given, see [10]. The augmented Lagrangian function for (2.1) is

$$L(x, y, \lambda) = f_1(x) + f_2(y) + \lambda^T (Cx + Ey - d) + \frac{\beta}{2} \|Cx + Ey - d\|^2,$$

where $\lambda \in \mathbb{R}^h$ is the Lagrangian multiplier to the linear constraints and $\beta > 0$ is the penalty parameter for the violation of the linear constraints.

Given an initial $\lambda^0$, the $k$th iteration of the method of the Lagrangian multipliers for solving (2.1) has the form

$$\begin{cases} (x^k, y^k) = \arg\min_{x \in X, y \in Y} L(x, y, \lambda^k), \\ \lambda^{k+1} = \lambda^k + \beta (Cx^k + Ey^k - d), \end{cases}$$

where $k \geq 0$ and the superscripts are the iteration counters. The update of $x^k$ and $y^k$ requires a joint minimization of the Lagrangian function with respect to $x$ and $y$, while the update of the Lagrangian multiplier is performed by using the dual ascent method [14, 25]. In the rest of the section we will keep $\beta$ fixed, but it is known that varying the penalty parameter through the iterations improves the convergence in practice.

In order to exploit the nice separable structure emerging in both the objective function and the constraint of (2.1), ADM minimizes the objective function with respect to $x$ by fixing $y$ and vice versa. More specifically, given $y^{-1} \in Y$ and $\lambda^0$, the $k$th iteration of ADM consists of the following steps

$$\begin{cases} x^k = \arg\min_{x \in X} L(x, y^{k-1}, \lambda^k), \\ y^k = \arg\min_{y \in Y} L(x^k, y, \lambda^k), \\ \lambda^{k+1} = \lambda^k + \beta (Cx^k + Ey^k - d), \end{cases}$$

with $k \geq 0$.

In many applications, the optimization problems providing $x^k$ and $y^k$ in ADM are either easily solvable or have closed-form solution. Therefore ADM iterations can be performed at a low computational cost. Taking into account that ADM can be very slow to achieve high accuracy but often provides approximate solution of modest accuracy in a limited number of iterations, ADM is attractive for many applications such as statistical and machine learning.
signal and image processing [5]. A very recent result establishes that ADM is convergent with the $O(1/N)$ rate, where $N$ denotes the iteration number [13].

In order to apply ADM to our problems, we introduce an auxiliary variable $z \in \mathbb{R}^n$ and cast Problems (1.1), (1.2) into the form

\begin{align}
\text{(2.2)} & \quad \min \frac{1}{2} ||Ax - b||^2 + \frac{1}{2} \alpha^2 ||Bx||^2, \quad \text{subject to} \quad z - x = 0, \ x \in \mathbb{R}^n, \ l \leq z \leq u, \\
\text{(2.3)} & \quad \min \frac{1}{2} ||Ax - b||^2 + \alpha^2 e^T z, \quad \text{subject to} \quad z - x = 0, \ x \in \mathbb{R}^n, \ l \leq z \leq u,
\end{align}

respectively. The augmented Lagrangian functions for the above problems are

\begin{align}
\text{(2.4)} & \quad L(x, z, \lambda) = \frac{1}{2} ||Ax - b||^2 + \frac{1}{2} \alpha^2 ||Bx||^2 + \lambda^T (z - x) + \frac{\beta}{2} ||z - x||^2, \\
\text{(2.5)} & \quad L(x, z, \lambda) = \frac{1}{2} ||Ax - b||^2 + \alpha^2 e^T z + \lambda^T (z - x) + \frac{\beta}{2} ||z - x||^2,
\end{align}

and, given $z^{-1} \in [l, u]$ and $\lambda^0$, the $k^{th}$ ADM iteration becomes

\begin{align}
\text{(2.5)} & \quad x^k = \argmin_{x \in \mathbb{R}^n} L(x, z^{k-1}, \lambda^k), \\
\text{(2.6)} & \quad z^k = \argmin_{l \leq z \leq u} L(x^k, z, \lambda^k), \\
\text{(2.7)} & \quad \lambda^{k+1} = \lambda^k + \beta (z^k - x^k).
\end{align}

By the strict convexity of (1.1) and (1.2), the two problems (2.5) and (2.6) are strictly convex and admit unique solution. We now provide details on their solution.

**Algorithm 2.1: ADM FOR PROBLEM (1.1)**

Given the scalar $\beta > 0$, $z^{-1} \in [l, u]$ and $\lambda^0 \in \mathbb{R}^n$.

For $k = 0, 1, 2, \ldots$

Compute the solution $x^k$ to Problem (2.5),

\begin{align}
\text{(2.8)} & \quad (A^T A + \alpha^2 B^T B + \beta I)x^k = A^T b + \beta z^{k-1} + \lambda^k.
\end{align}

Compute the solution $z^k$ to Problem (2.6),

\begin{align}
\text{(2.9)} & \quad z^k = P \left( x^k - \frac{\lambda^k}{\beta} \right).
\end{align}

Set $\lambda^{k+1} = \lambda^k + \beta (z^k - x^k)$.

The algorithm for ADM applied to the $\ell_2$ regularized problem is sketched in Algorithm 2.1. The solution $x^k$ to Problem (2.5) solves the shifted linear systems (2.8), where $A^T A + \alpha^2 B^T B$ is the Hessian of the quadratic function in (1.1) and $I$ denotes the identity matrix of dimension $n$. The solution $z^k$ to (2.6) has the closed-form (2.9), since

\begin{align}
\text{(2.5)} & \quad z^k = \argmin_{l \leq z \leq u} L(x^k, z, \lambda^k) = \argmin_{l \leq z \leq u} ||z - x^k + \frac{\lambda^k}{\beta}||^2 = P \left( x^k - \frac{\lambda^k}{\beta} \right),
\end{align}

with $P$ being the projection map onto the box $[l, u]$. Proceeding analogously for (2.3), Algorithm 2.2 is obtained.
Algorithm 2.2: ADM for Problem (1.2)

Given the scalar $\beta > 0$, $z^{k-1} \in [l, u]$ and $\lambda^0 \in \mathbb{R}^n$.
For $k = 0, 1, 2, \ldots$

1. Compute the solution $x^k$ to Problem (2.5),
\begin{equation}
(A^T A + \beta I)x^k = A^T b + \beta z^{k-1} + \lambda^k.
\end{equation}

2. Compute the solution $z^k$ to Problem (2.6),
\begin{equation}
z^k = P \left( x^k - \frac{\alpha^2}{\beta} e + \frac{\lambda^k}{\beta} \right).
\end{equation}

Set $\lambda^{k+1} = \lambda^k + \beta(z^k - x^k)$.

The major computational effort of the sketched algorithms is the solution of the linear systems (2.8), (2.10) at each iteration. This task can be efficiently performed both in a general setting and for a specific problem at hand. In a general setting, if a direct method is used, then a factorization of the coefficient matrix can be evaluated and cached as long as $\beta$ does not change. If an iterative solver is used, say the Preconditioned Conjugate Gradient method [15], and a factorized preconditioner for $A^T A + \alpha^2 B^T B$ (or $A^T A$) is available, then a preconditioner for each shifted system can be cheaply computed by updating techniques [3, 4].

In the context of image restoration, depending on the boundary conditions, matrices $A^T A + \alpha^2 B^T B$ and $A^T A$ have specific structures and can be diagonalized by fast transforms [23]. Then, such diagonalizations can be reused through different iterations. For example, if $A$ models out-of-focus blur, $B$ is the gradient matrix and Neumann boundary conditions are used, then $A^T A + \alpha^2 B^T B$ is a block-Toeplitz-plus-Hankel matrix with Toeplitz-plus-Hankel blocks and it can be diagonalized via Fast Cosine Transform in $O(n \log n)$ operations [23]. For doubly symmetric point spread function, $A^T A$ can be diagonalized by 2D Discrete Cosine Transform. On the other hand, if the point spread function is not doubly symmetric, then $A^T A$ can still be diagonalized by 2D Discrete Fourier Transform using the periodic boundary conditions. The matrix $B^T B$ is diagonalizable, too.

We conclude this section with two remarks. The first one concerns formulations of (1.1) alternative to (2.2). Very recently Chan et al. [7] proposed to apply ADM to the reformulated problem
\begin{equation}
(2.11) \quad \min \frac{1}{2} \|Ax - b\|^2 + \frac{1}{2} \alpha^2 \|Bz\|^2, \quad \text{subject to} \quad z - x = 0, \ x \in \mathbb{R}^n, \ l \leq z \leq u.
\end{equation}

In this case, computing the iterate $z^k$ amounts to solving a bound-constrained quadratic problem which admits closed-form solution only if $B = I$. For this reason, we consider Problem (2.2) computationally more convenient than (2.11).

Finally we remark that, for $\ell_1$ and $\ell_2$ regularization, our procedures can be viewed as a generalization of the Split Augmented Lagrangian Shrinkage Algorithm given in [1] to the case where the unknown is subject to bound constraints.

3. Convergence analysis. In this section, we show the convergence properties of the procedures proposed and use the saddle-point problem for the augmented Lagrangian func-
Solving least-squares problems by the alternating direction method

Find \( (x^*, z^*, \lambda^*) \in \mathbb{R}^n \times [l, u] \times \mathbb{R}^n \), such that
\[
L(x^*, z^*, \lambda) \leq L(x^*, z^*, \lambda') \leq L(x, z, \lambda^*), \quad \forall (x, z, \lambda) \in \mathbb{R}^n \times [l, u] \times \mathbb{R}^n.
\]

Here we report the results for the \( \ell_2 \) regularization. The same results hold for the \( \ell_1 \) case, and can be derived proceeding along the lines of the proofs given below. The results obtained parallel those obtained in [32].

In the rest of this section, we let \( q \) denote the quadratic function
\[
q(x) = \frac{1}{2} \| Ax - b \|^2 + \frac{1}{2} \alpha^2 \| Bx \|^2,
\]
and \( \langle x, y \rangle \) denotes the inner product in \( \mathbb{R}^n \). The relation between Problems (2.2) and (3.1) is stated in the following theorem.

**Theorem 3.1.** Let \( L \) be the function in (2.4). The vector \( (x^*, z^*) \in \mathbb{R}^n \times [l, u] \) solves (2.2) if and only if there exists \( \lambda^* \in \mathbb{R}^n \) such that \( (x^*, z^*, \lambda^*) \) solves (3.1).

**Proof.** Suppose that \( (x^*, z^*, \lambda^*) \) is a solution of (3.1). From the first inequality in (3.1), we have \( z^* = x^* \). This relation, together with the second inequality in (3.1), gives
\[
q(x^*) \leq q(x) + \langle \lambda^*, z - x \rangle + \frac{\beta}{2} \| z - x \|^2, \quad \forall (x, z, \lambda) \in \mathbb{R}^n \times [l, u] \times \mathbb{R}^n.
\]

Taking \( x = z \in [l, u] \) in (3.2), it follows that \( x^* \) is the solution of (1.1), and accordingly, \( (x^*, z^*) \) is the solution of (2.2).

Let us now suppose that \( (x^*, z^*) \) solves (2.2). The first inequality in (3.1) trivially follows. To complete the proof, we first note that the first-order optimality condition for Problem (1.1) is
\[
\langle (A^T A + \alpha^2 B^T B) x^* - A^T b, z - x^* \rangle = \langle \nabla q(x^*), z - x^* \rangle \geq 0, \quad \forall z \in [l, u].
\]

Then Problem (2.2) admits a unique solution \( (x^*, z^*) \) such that
\[
(A^T A + \alpha^2 B^T B) x^* - A^T b = 0,
\]
\[
\langle \lambda^*, z - z^* \rangle \geq 0, \quad \forall z \in [l, u],
\]
\[
z^* - x^* = 0,
\]

with \( \lambda^* \in \mathbb{R}^n \). To show this fact, note that by \( x^* = z^* \), inequality (3.5) becomes
\[
\langle \lambda^*, z - x^* \rangle \geq 0, \quad \forall z \in [l, u],
\]

and using (3.4) we obtain (3.3).

Let now \( \lambda^* \in \mathbb{R}^n \) be the vector in (3.4). The function \( L(x, z, \lambda^*) \), with \( (x, z) \in \mathbb{R}^n \times [l, u] \), is strictly convex and any stationarity point \((\tilde{x}, \tilde{z}) \in \mathbb{R}^n \times [l, u]\) satisfies
\[
(A^T A + \alpha^2 B^T B + \beta I) \tilde{x} = A^T b + \beta \tilde{z} + \lambda^*,
\]
\[
\langle \lambda^* + \beta (\tilde{z} - \tilde{x}), z - \tilde{z} \rangle \geq 0, \quad \forall z \in [l, u].
\]

Since \( (x^*, z^*) \) satisfies these conditions, the proof is completed. \( \square \)

The next lemma establishes conditions for finite termination of ADM.

**Lemma 3.2.** If
\[
z^k = z^{k-1} \quad \text{and} \quad x^k = z^k,
\]

then \( x^k = x^* \) where \( x^* \) is the unique solution of (1.1).

**Proof.** By (2.5) and the convexity of \( L(x, z^{k-1}, \lambda^k) \), we have

\[
q(x) - q(x^k) + \langle -\lambda^k + \beta(x^k - z^{k-1}), x - x^k \rangle \geq 0, \quad \forall \ x \in \mathbb{R}^n,
\]

see also [9, p. 170], while by (2.6) it follows

\[
\langle \lambda^k + \beta(z^k - x^k), z - z^k \rangle \geq 0, \quad \forall \ z \in [l, u].
\]

Then, letting \( x^* \) be the solution to (1.1), (3.6) gives

\[
q(x^*) - q(x^k) + \langle -\lambda^k, x^* - x^k \rangle \geq 0,
\]

\[
\langle \lambda^k, x^* - x^k \rangle \geq 0;
\]

i.e., \( q(x^*) - q(x^k) \geq \langle \lambda^k, x^* - x^k \rangle \geq 0 \). Hence, \( x^k \in [l, u] \) and \( q(x^k) \leq q(x^*) \) shows that \( x^k = x^* \).

The main convergence results is given below.

**Theorem 3.3.** Let \( L \) be the function in (2.4) and \((x^*, z^*, \lambda^*)\) be a saddle-point of \( L \). Then the sequence \((x^k, z^k)\) generated by Algorithm 2.1 satisfies

\[
\lim_{k \to \infty} (x^k, z^k) = (x^*, z^*).
\]

**Proof.** Let us define \( \bar{x}^k, \tilde{x}^k \) and \( \bar{\lambda}^k \) as

\[
\bar{x}^k = x^k - x^*, \quad z^k = z^k - z^*, \quad \bar{\lambda}^k = \lambda^k - \lambda^*.
\]

Then (2.7) gives \( \bar{\lambda}^{k+1} = \bar{\lambda}^k + \beta(z^k - x^k) \) and consequently

\[
\|\bar{\lambda}^k\|^2 - \|\bar{\lambda}^{k+1}\|^2 = -2\beta(\bar{\lambda}^k, z^k - x^k) - \beta^2\|z^k - x^k\|^2.
\]

Since \((x^*, z^*, \lambda^*)\) is a saddle-point of \( L(x, z, \lambda) \), by Theorem 3.1 we have \( z^* = x^* \). Moreover by [9, p. 170] we have the following characterization of \((x^*, z^*)\),

\[
q(x) - q(x^*) + \langle -\lambda^*, x - x^* \rangle \geq 0, \quad \forall \ x \in \mathbb{R}^n
\]

\[
\langle \lambda^*, z - z^* \rangle \geq 0, \quad \forall \ z \in [l, u]
\]

Taking \( x = x^k \) in (3.10), \( z = z^k \) in (3.11), \( x = x^* \) in (3.7) and \( z = z^* \) in (3.8), we obtain by addition

\[
\langle \bar{\lambda}^k, z^k - x^k \rangle + \beta\|x^k - z^k\|^2 + \beta\langle z^k - z^{k-1}, \bar{x}^k \rangle \leq 0.
\]

Then by (3.9)

\[
\|\bar{\lambda}^k\|^2 - \|\bar{\lambda}^{k+1}\|^2 \geq \beta^2\|z^k - x^k\|^2 + 2\beta^2(\bar{\lambda}^k, z^k - z^{k-1}, \bar{x}^k).
\]

We now provide a lower bound for \( \langle z^k - z^{k-1}, \bar{x}^k \rangle \) in (3.12) using the equation

\[
\langle z^k - z^{k-1}, \bar{x}^k \rangle = \langle z^k - z^{k-1}, x^k - z^{k-1} \rangle + \langle z^k - z^{k-1}, z^{k-1} \rangle.
\]

First we note that by using (2.7) we get

\[
\langle z^k - z^{k-1}, x^k - z^{k-1} \rangle = \langle z^k - z^{k-1}, (x^k - \frac{\lambda^k}{\beta}) - (x^{k-1} - \frac{\lambda^{k-1}}{\beta}) \rangle.
\]
By the definition of \( z^k \) in (2.9) and of the projection map \( P \), we have
\[
(z^{k-1} - z^k, x^k - \frac{\lambda^k}{\beta} - z^k) \leq 0,
\]
\[
(z^{k-1} - z^k, z^{k-1} - x^{k-1} + \frac{\lambda^{k-1}}{\beta}) \leq 0,
\]
and summing these inequalities, we have
\[
\|z^{k-1} - z^k\|^2 \leq (z^k - z^{k-1}, x^k - \frac{\lambda^k}{\beta}) - (x^{k-1} - \frac{\lambda^{k-1}}{\beta})\).
\]
Thus, (3.13) takes the form
\[
(z^k - z^{k-1}, x^k) \geq \|z^{k-1} - z^k\|^2 + (z^k - z^{k-1}, z^{k-1})
\]
\[
= \|z^{k-1} - z^k\|^2 + \frac{1}{2}(\|\lambda^k\|^2 - \|z^{k-1}\|^2 - \|z^k - z^{k-1}\|^2)
\]
\[
= \frac{1}{2}(\|\lambda^k\|^2 - \|z^{k-1}\|^2 + \|z^k - z^{k-1}\|^2),
\]
(3.14) and (3.12) yield
\[
(||\lambda^k||^2 + \beta^2||z^{k-1}||^2) - (||\lambda^{k+1}||^2 + \beta^2||z^k||^2) \geq \beta^2\|z^k - x^k\|^2 + \beta^2\|z^k - z^{k-1}\|^2.
\]
Lemma 3.2 indicates that \( \|z^k - x^k\|^2 + \|z^k - z^{k-1}\|^2 > 0 \), unless \( x^k = z^k = x^* \). Then the sequence \( \{||\lambda^k||^2 + \beta^2||z^{k-1}||^2\} \) is monotonically decreasing and bounded below and we can conclude that it is convergent. Moreover, the sequences \( \{\lambda^k\} \) and \( \{z^k\} \) are bounded and
\[
\lim_{k \to \infty} ||z^k - x^k|| = 0, \quad \lim_{k \to \infty} ||z^k - z^{k-1}|| = 0.
\]
Now since \( (x^*, z^*, \lambda^*) \) is a saddle-point of \( L(x, z, \lambda) \), by the second inequality in (3.1) we have
\[
q(x^*) \leq q(x^k) + \langle \lambda^*, z^k - x^k \rangle + \frac{\beta}{2}\|z^k - x^k\|^2.
\]
Further, summing (3.7) with \( x = x^* \) and (3.8) with \( z = z^* \) we obtain
\[
q(x^*) \geq q(x^k) + \langle \lambda^*, z^k - x^k \rangle + \beta\|z^k - x^k\|^2 + \beta(z^k - z^{k-1}, x^k).
\]
Hence, by taking \( \lim \inf \) in (3.16), \( \lim \sup \) in (3.17) and using (3.15) we have
\[
\lim_{k \to \infty} \inf q(x^k) \geq q(x^*) \geq \lim_{k \to \infty} \sup q(x^k),
\]
which leads to \( \lim_{k \to \infty} q(x^k) = q(x^*) \). Since \( q(x) \) is continuous and has a unique minimizer in \([l, u]\), we have \( \lim_{k \to \infty} x^k = x^* \). Then (3.15) gives \( \lim_{k \to \infty} z^k = z^* \) which completes the proof.

4. Overview of the algorithms used for the comparison. The remainder of this paper is devoted to test Algorithms 2.1 and 2.2 and to consider their effectiveness with respect to algorithms from other classes of procedures for bound-constrained optimization.

The alternating direction method was compared with three algorithms. The first, denoted Projection (P) method, solves the least-square problem dropping the constraints and then
projects the unconstrained solution onto the box \([l, u]\). The second solver is the Reduced Newton (RN) method proposed and tested on image restoration problems in [20]. The third method is the Affine Scaling Cyclic Barzilai-Borwein (AS$_{\text{CBB}}$) method proposed and tested on image restoration problems in [11].

RN and AS$_{\text{CBB}}$ methods belong to the framework of the affine scaling methods for bound-constrained optimization and generate strictly feasible iterates throughout the process. For simplicity, we will review the methods when applied to Problem (1.1) but the application to (1.2) can be easily derived. A detailed description of RN and AS$_{\text{CBB}}$ and of their theoretical properties can be found in [20] and [11].

Let \( g(x) = A^T(Ax - b) + \alpha^2 B^T Bx \) be the gradient of the objective function in (1.1), \( g_i(x) \) and \( x_i \) represent the \( i \)th component of \( g \) and \( x \), respectively. The first-order optimality condition for (1.1) can be formulated as

\[
D(x)g(x) = 0,
\]

where \( D(x) = \text{diag}(d_1(x), \ldots, d_n(x)) \) has entries

\[
d_i(x) = u_i - x_i, \quad \text{if} \quad g_i(x) < 0, \\
d_i(x) = x_i - l_i, \quad \text{if} \quad g_i(x) > 0, \\
d_i(x) = \min\{x_i - l_i, u_i - x_i\} \quad \text{otherwise}.
\]

Let \( x^k \) be a strictly feasible iterate; i.e., \( l < x^k < u, k \geq 0 \). Applying the Newton method to (4.1) requires solving one linear system at each iteration. At the \( k \)th iteration the linear system takes the form

\[
(D(x^k) (A^T A + \alpha^2 B^T B) + E(x^k))p^k = -D(x^k)g(x^k),
\]

where the coefficient matrix is obtained by formal application of the product rule and \( E \) is a diagonal positive semidefinite matrix.

Clearly, handling the bounds makes the solution of (4.2) difficult. In fact, the matrix \( D(x^k) (A^T A + \alpha^2 B^T B) + E(x^k) \) does not preserve the structure of \( A \) and \( B \). Moreover, if \( x^k \) approaches a degenerate solution of the problem, this matrix tends to become singular. On the other hand, the following linear system equivalent to (4.2),

\[
M(x^k)p^k = -g(x^k), \quad M(x^k) = A^T A + \alpha^2 B^T B + D(x^k)^{-1} E(x^k),
\]


tends to become singular as \( x^k \) approaches a nondegenerate solution of (1.1).

The RN method considers (4.3) and exploits an active set strategy to overcome the above mentioned problems and to reduce the dimension of the system. In particular, at each iteration RN identifies the active set by checking the closeness of \( x^k \) to the boundary. Then, for the component of \( x^k \) in the active set, the step to the nearest bound is taken while the linear system (4.3) restricted to the inactive components of \( x^k \) is solved. Given the inactive set \( I_k \) at \( x^k \), the coefficient matrix \( M(x^k)|_{I_k} \) of the system to be solved is the submatrix of \( M(x^k) \) with elements having row and column index in \( I_k \). This submatrix is symmetric and positive definite, it is better conditioned than \( M(x^k) \), its inverse is uniformly bounded for any \( k \), and its dimension may be considerably smaller than the original system. Finally, strict feasibility of the iterates is enforced projecting the step onto the box and taking a large fraction of it. The RN method is locally quadratic convergent to the solution \( x^\ast \) of (1.1) even in the presence of degeneracy and shown to be reliable in the solution of image restoration methods.

Basically the computational cost of RN in each iteration amounts to the solution of one linear system of dimension equal to the cardinality of \( I_k \). The matrices \( (M(x^k))_{I_k} \) are
typically smaller than the matrices used in ADM but they do not preserve their structure. Such loss of structure may result in loss of efficiency in the solution of the linear systems with respect to ADM.

The AS\textsubscript{CBB} method is a first-order method and avoids the solution of linear systems. In (4.2) it replaces the coefficient matrix by the diagonal matrix \((\mu_k D(x^k) + E(x^k))\), where \(\mu_k\) is a positive scalar computed by a Quasi-Newton rule. Thus, the i\textsuperscript{th} component \((p^k)_i\) of the step \(p^k\) is given by

\[ (p^k)_i = - \left( \frac{1}{\mu_k + |g_i(x^k)|/d_i(x^k)} \right) g_i(x^k). \]

The positive scalar \(\mu_k\) is computed using a cyclic version of the Barzilai-Borwein (BB) step-size rule. Specifically, let \(\mu_0^{BB} = \max(\bar{\mu}, \|g(x^0)\|_\infty)\) and

\[ \mu_k^{BB} = \arg\min_{\mu \geq 0} \|\mu s^{k-1} - g^{k-1}\| = \max \left\{ \bar{\mu}, \frac{(s^{k-1})^T y^{k-1}}{(s^{k-1})^T s^{k-1}} \right\}, \quad k \geq 1 \]

where \(\bar{\mu}\) is a fixed positive parameter, \(s^{k-1} = x^k - x^{k-1}\), \(y^{k-1} = g(x^k) - g(x^{k-1})\). The cyclic BB strategy consists of re-using the BB stepsize for several iterations. Namely, letting \(c \geq 1\) be the cycle length and \(l \geq 0\) be the cycle number, the value of the scalars \(\mu_k\) is assigned by the rule \(\mu_{cl+i} = \mu_{cl+1}^{BB}, i = 1, \ldots, c\).

Once \(p^k\) is computed, the AS\textsubscript{CBB} method generates a new iterate of the form \(x^{k+1} = x^k + \zeta_k p^k\), where the stepsize \(\zeta_k \in (0, 1]\) is computed by a non-monotone line-search strategy. The generated sequence is strictly feasible and converges R-linearly to a nondegenerate solution of (1.1).

The computational effort of AS\textsubscript{CBB} at the \(k\)\textsuperscript{th} iteration amounts to one gradient evaluation and to a number of objective function evaluations equal to the number of backtracks performed. Hence the computational cost can be monitored by the total number of iterations and backtracks performed.

5. **Experimental results**. In this section, we show the performance of procedures P, RN, AS\textsubscript{CBB} and Algorithms 2.1, 2.2. Computations were performed in double precision using MATLAB 7.12.0.635 (R2011a) on an Intel(R) Core(TM) i7-2600 CPU @3.40 GHz, 4.00 GB RAM.

Eight 256-by-256 gray-scale images shown in Figure 5.1 were considered. The Satellite image is from the US Air Force Phillips Laboratory and it is contained in the image restoration software package [22]; the Clock image is taken from the USC-SIPI image database [29], the remaining images are from the Berkeley Segmentation Dataset [18]. The dimensions of the least-squares problems are \(m = n = 65536\) and the constraints are \(l = (0, \ldots, 0)^T\) and \(u = (255, \ldots, 255)^T\).

We choose the blurring matrix \(A\) to be the out-of-focus blur with radius 3 and the regularization matrix \(B\) to be the gradient matrix. Thus, \(B^T B\) is the two-dimensional discrete Laplacian matrix. For both matrices, we employed Neumann boundary conditions, which usually gives less artifacts at the boundary. Hence, \(A^T A + \alpha^2 B^T B\) (or \(A^T A\)) is a block-Toeplitz-plus-Hankel matrix with Toeplitz-plus-Hankel blocks and the multiplication of this structured matrix times a vector can be done via fast Cosine transform in \(O(n \log n)\) operations [23]. The observed image was defined as \(b = Ax + \eta r\), where \(x\) is the true image, \(r\) is a random vector with elements distributed as standard normal and \(\eta\) is the level of noise. Four levels of noise, \(\eta = 1, 3, 5, 7\) were tested.
The peak signal-to-noise ratio (PSNR) [6] is used to give quantitative performance measures

\[
\text{PSNR} = 10 \log_{10} \frac{255^2}{\frac{1}{n} \sum_{i=1}^{n} (\tilde{x}_i - x_i)^2},
\]

where \(\tilde{x}_i\) and \(x_i\) denote the pixel values of the restored image and the original image, respectively. The regularization term \(\alpha\) in (1.1) and (1.2) is fixed by trial and error along with the parameter \(\beta\) in ADM, which is kept constant through the iteration process.

Concerning the implementation of the algorithms compared, the parameters in RN and AS\_CBB methods are set as suggested in [20] and [11]. The initial guess \(x^0\) for RN and AS\_CBB is the same; since \(x^0\) must be strictly feasible, it is formed by projecting the noise image \(b\) onto the box \([e, 254e]\). For a fair comparison, in ADM we set \(z^{-1} = x^0\), \(\lambda^0 = (0, \ldots, 0)^T\). The linear systems in RN are solved by the Conjugate Gradient method and the structure of \(A\) and \(B\) is exploited in the computation of matrix-vector products. On the other hand, the ADM implementation fully exploits the properties of the coefficient matrices; the matrix \(A^T A + B^T B\) (or \(A^T A\)) is diagonalized by the discrete cosine transform matrix and this diagonalization is reused through the iterations.

A maximum number of 500 iterations are allowed for RN, AS\_CBB and ADM. Further, the iterations of RN and AS\_CBB are terminated when the distance between two successive iterations is below the fixed relative tolerance \(\tau = 10^{-4}\); i.e.,

\[
\|x^{k+1} - x^k\| \leq \tau \|x^{k+1}\|.
\]

The accuracy requirement on the feasible iterate \(z^k\) generated by ADM is

\[
\|x^k - z^k\| \leq \tau \|z^k\|.
\]

A first set of experiments was conducted solving (1.1) by the P, RN, AS\_CBB and ADM algorithms. In Table 5.1 we report the PSNR values of the observed images and of the images recovered by the four algorithms tested. In Table 5.2 we show the elapsed times in seconds required by the procedures compared.
The results in Table 5.1 show that RN, AS\_CBB and ADM algorithms produce images of higher quality than those obtained by using the P method. Enforcing the bounds throughout the iterations offers a significant advantage over the P method since an increase of 1dB in the PSNR value translates roughly to 10% reduction in the relative error between the true and restored images. ADM achieves the highest restored quality in 27 tests out of 32 but in 17 runs the gain over RN and AS\_CBB is within 0.3dB.

From Table 5.2 we observe that ADM is much faster than RN in all runs. Moreover, comparing to AS\_CBB the execution time of ADM is more than halved for 27 problems while AS\_CBB is the winner in two runs.

Let us now make some comments on the good performance of ADM. ADM shows a slower convergence rate than RN and consequently requires a higher number of linear sys-
Table 5.2
Execution times of RN, AS\(_{\text{CBB}}\) and ADM algorithms applied to Problem (1.1).

<table>
<thead>
<tr>
<th>Image</th>
<th>(\eta)</th>
<th>RN</th>
<th>AS(_{\text{CBB}})</th>
<th>ADM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite</td>
<td>1</td>
<td>27.67</td>
<td>10.28</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>19.25</td>
<td>6.76</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>14.87</td>
<td>3.49</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>15.97</td>
<td>4.56</td>
<td>0.42</td>
</tr>
<tr>
<td>Church</td>
<td>1</td>
<td>28.83</td>
<td>4.32</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>12.58</td>
<td>3.19</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8.65</td>
<td>1.58</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>8.84</td>
<td>1.16</td>
<td>0.32</td>
</tr>
<tr>
<td>Eagle</td>
<td>1</td>
<td>16.89</td>
<td>2.93</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8.43</td>
<td>1.38</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8.40</td>
<td>1.42</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9.66</td>
<td>1.34</td>
<td>1.18</td>
</tr>
<tr>
<td>Bridge</td>
<td>1</td>
<td>29.06</td>
<td>6.93</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>21.38</td>
<td>4.82</td>
<td>3.23</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>12.67</td>
<td>6.78</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>14.13</td>
<td>5.55</td>
<td>0.89</td>
</tr>
<tr>
<td>Clock</td>
<td>1</td>
<td>20.75</td>
<td>3.00</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.80</td>
<td>3.36</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.39</td>
<td>1.83</td>
<td>3.31</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7.87</td>
<td>1.87</td>
<td>0.09</td>
</tr>
<tr>
<td>Surf</td>
<td>1</td>
<td>29.52</td>
<td>5.76</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>12.64</td>
<td>3.17</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>13.52</td>
<td>3.35</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9.30</td>
<td>1.52</td>
<td>0.34</td>
</tr>
<tr>
<td>Zebra</td>
<td>1</td>
<td>22.22</td>
<td>7.11</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20.42</td>
<td>6.25</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>12.00</td>
<td>3.45</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>12.15</td>
<td>4.06</td>
<td>0.34</td>
</tr>
<tr>
<td>Bear</td>
<td>1</td>
<td>32.82</td>
<td>7.30</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>13.29</td>
<td>3.06</td>
<td>7.35</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>14.68</td>
<td>3.81</td>
<td>3.28</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9.40</td>
<td>1.88</td>
<td>0.26</td>
</tr>
</tbody>
</table>

tems solves. However, this disadvantage is alleviated by the fact that the diagonalization of the coefficient matrix in ADM is reused through different iterations and the numerical results confirm that the overhead of RN in the linear algebra phase is not compensated by fast convergence.

The computational overhead of AS\(_{\text{CBB}}\) depends on the number of iterations and function evaluations required. In order to compare the number of iterations of AS\(_{\text{CBB}}\) and ADM, in Figure 5.2 we display the performance profile [8]. The performance profile is defined as follows. Consider the 32 tests performed and the two solvers ADM and AS\(_{\text{CBB}}\). For each test \(t\) solved by the solver \(s\), let \(I_{s,t}\) denote the number of iterations required and let \(I_t\) be the smallest number of iterations required by the two solvers in the solution of test \(t\). Then, the ratio \(i_{s,t} = \frac{I_{s,t}}{I_t}\), measures the performance on test \(t\) by solver \(s\) with respect to the better
The performance profile is given in Figure 5.2: the left side of the plot gives the percentage of test problems for which the solver is the more efficient. It shows that ADM requires a lower number of iterations than AS\_CBB in 80% of the runs and that AS\_CBB is within a factor 5 with respect to ADM for 90% of the tests.

Besides the fact that ADM outperforms AS\_CBB in terms of iterations, we also point out that, in all runs, the number of quadratic function evaluations required by AS\_CBB varies between a factor 1.2 and 2.2 with respect to the number of iterations. Since performing one iteration of ADM is very cheap, the above analysis supports the effectiveness of ADM in terms of computational time.

We conclude giving results obtained by using the regularized Problem (1.2) and ADM on images: Satellite, Eagle, and Clock. The results reported in Table 5.3 show that ADM solves (1.2) efficiently. In Figure 5.3 we show the satellite images recovered by ADM applied to Problems (1.1) and (1.2).

6. Conclusions. We have proposed the solution of $\ell_1$ and $\ell_2$ as bound-constrained linear least-squares problems by ADM. The procedures proposed allow us to exploit the specific structure of the matrices appearing in the problems and are suitable for recovering images from noisy and blurry observations in image processing. Experiments on image deblurring problems show that ADM is effective in terms of quality of the restored images and speed, and compares favorably to existing procedures for large bound-constrained linear least-squares problems.

![Figure 5.2. Performance profile: number of AS\_CBB and ADM iterations for Problem (1.1).](image-url)
### Table 5.3

Computational results for ADM applied to Problem (1.2).

<table>
<thead>
<tr>
<th>Image</th>
<th>ADM</th>
<th>( \eta )</th>
<th>PSNR Observed Image</th>
<th>PSNR True Image</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite</td>
<td>1</td>
<td>25.24</td>
<td>34.75</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>25.06</td>
<td>30.28</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>24.73</td>
<td>28.50</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>24.29</td>
<td>27.63</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>Eagle</td>
<td>1</td>
<td>29.17</td>
<td>34.33</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>28.76</td>
<td>31.72</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>28.02</td>
<td>30.25</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>27.09</td>
<td>28.84</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Clock</td>
<td>1</td>
<td>25.36</td>
<td>29.55</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>25.19</td>
<td>27.14</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>24.84</td>
<td>26.23</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>22.37</td>
<td>25.41</td>
<td>0.15</td>
<td></td>
</tr>
</tbody>
</table>

### REFERENCES


Fig. 5.3. Observed satellite image and images recovered by ADM. From top row to bottom: level of noise \( \eta = 1, 3, 5, 7 \). On each row: observed image (left), image recovered by ADM applied to the \( \ell_2 \) regularized least-squares problem (middle), image recovered by ADM applied to the \( \ell_1 \) regularized least-squares problem (right).
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