LAURENT POLYNOMIAL PERTURBATIONS OF LINEAR FUNCTIONALS.
AN INVERSE PROBLEM.*
KENIER CASTILLO†, LUIS GARZA‡, AND FRANCISCO MARCELLÁN†

Dedicated to Richard S. Varga, on the occasion of his 80th birthday.

Abstract. Given a linear functional \( L \) in the linear space \( P \) of polynomials with complex coefficients, we analyze those linear functionals \( \tilde{L} \) such that, for a fixed \( \alpha \in \mathbb{C} \), \( \langle \tilde{L}, (z + z^{-1} - (\alpha + \bar{\alpha}))p \rangle = \langle L, p \rangle \) for every \( p \in P \). We obtain the relation between the corresponding Carathéodory functions in such a way that a linear spectral transform appears. If \( L \) is a positive definite linear functional, the necessary and sufficient conditions in order for \( \tilde{L} \) to be a quasi-definite linear functional are given. The relation between the corresponding sequences of monic orthogonal polynomials is presented.
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1. Introduction. Let \( T = \{c_{k-l}\}_{k,l \geq 0} \) be a Hermitian Toeplitz matrix. On the linear space \( \Lambda \) of the Laurent polynomials (\( \Lambda = \text{span} \{z^n\}_{n \in \mathbb{Z}} \)) with complex coefficients, we can introduce a linear functional \( L : \Lambda \to \mathbb{C} \) such that
\[
\langle L, z^n \rangle = c_n, \quad n \geq 0.
\]
The complex number \( c_n \) is said to be the \( n \)th moment associated with \( L \). From the Hermitian character of \( T \) we have
\[
c_n = \langle L, z^n \rangle = \langle \overline{L}, z^{-n} \rangle = \overline{c_{-n}}, \quad n \in \mathbb{Z}.
\]

Then, a bilinear functional associated with \( L \) in the linear space \( P \) of polynomials with complex coefficients can be defined as follows (see \([7, 11]\))
\[
\langle p(z), q(z) \rangle_L = \langle L, p(z)q(z^{-1}) \rangle,
\]
where \( p, q \in P \).

The functional \( L \) is said to be quasi-definite if the principal leading submatrices of \( T \) are non-singular. In this case, there exists a unique sequence of monic polynomials \( \{\Phi_n\}_{n \geq 0} \) such that
\[
\langle \Phi_n, \Phi_m \rangle_L = k_n \delta_{n,m},
\]
where \( k_n = \|\Phi_n\|^2 \neq 0 \) for every \( n \geq 0 \). It is said to be the monic orthogonal polynomial sequence associated with \( L \).

These polynomials satisfy the following recurrence relations due to G. Szegő (see \([7, 10, 16, 19]\))
\[
\begin{align*}
\Phi_{n+1}(z) &= z\Phi_n(z) + \Phi_{n+1}(0)\Phi_n^*(z), \quad n \geq 0, \\
\Phi_{n+1}(z) &= (1 - |\Phi_{n+1}(0)|^2)z\Phi_n(z) + \Phi_{n+1}(0)\Phi_{n+1}^*(z), \quad n \geq 0,
\end{align*}
\]
where \( \Phi_n^*(z) = z^n \overline{\Phi_n}(z^{-1}) \) is the so-called reversed polynomial associated with \( \Phi_n(z) \) (see [16]), and the complex numbers \( \{ \Phi_n(0) \}_{n \geq 1} \), with \( |\Phi_n(0)| \neq 1 \) for every \( n \geq 1 \), are called reflection (or Verblunsky) parameters. Moreover, we have

\[
\frac{k_{n+1}}{k_n} = 1 - |\Phi_{n+1}(0)|^2, \quad n \geq 0. \tag{1.3}
\]

On the other hand, if the determinants of the leading principal submatrices of \( T \) are positive, then the linear functional is said to be positive definite and it has the following integral representation

\[
\langle \mathcal{L}, p(z) \rangle = \int_T p(z) \, d\sigma(z), \quad p \in \Lambda, \tag{1.4}
\]

where \( \sigma \) is a nontrivial probability measure supported on the unit circle (see [7, 10, 11, 16]), assuming \( c_0 = 1 \). We will maintain this assumption throughout the remaining of the paper.

The measure \( \sigma \) can be decomposed as the sum of an absolutely continuous measure with respect to the Lebesgue measure \( \frac{d\theta}{2\pi} \) and a singular measure. Thus, if \( \omega = \sigma' \), then

\[
d\sigma(\theta) = \omega(\theta) \frac{d\theta}{2\pi} + d\sigma_s(\theta). \tag{1.5}
\]

In the positive definite case, there exists a unique sequence of orthonormal polynomials \( \{ \varphi_n \}_{n \geq 0} \) such that

\[
\langle \varphi_n, \varphi_m \rangle_{\mathcal{L}} = \delta_{n,m}.
\]

Notice that \( \varphi_n(z) = \Phi_n(z)/\|\Phi_n\| \). Moreover, we have \( |\Phi_n(0)| < 1 \) for every \( n \geq 1 \).

The \( n \)-th reproducing kernel \( K_n(z, y) \) associated with \( \{ \Phi_n \}_{n \geq 0} \), is defined by

\[
K_n(z, y) = \sum_{j=0}^{n} \frac{\Phi_j(y)\Phi_j(z)}{k_j} = \frac{\Phi_n^*(y)\Phi_n^*(z) - \Phi_n(y)\Phi_n(z)}{k_{n+1}(1 - \overline{y}z)}.
\]

Furthermore,

\[
\Phi_n^*(z) = k_n K_n(z, 0).
\]

In terms of the moments \( \{ c_n \}_{n \geq 0} \), an analytic function in a neighborhood of \( z = 0 \),

\[
F(z) = 1 + 2 \sum_{n=1}^{\infty} c_n z^n, \tag{1.6}
\]

can be introduced. If \( \mathcal{L} \) is a positive definite linear functional, then \( F(z) \) is analytic in \( |z| < 1 \), and \( \Re (F(z)) > 0 \) therein. In such a case \( F(z) \) is said to be a Carathéodory function and it can be represented as a Riesz-Herglotz transform of the nontrivial probability measure \( \sigma \) introduced in (1.4) (see [7, 11, 16])

\[
F(z) = \int_T \frac{w + z}{w - z} \, d\sigma(w).
\]

As a convention, if \( \{ c_k \}_{k \in \mathbb{Z}} \) is the sequence of moments associated with a quasi-definite functional \( \mathcal{L} \), then the function given in (1.6) is said to be the Carathéodory function associated with \( \mathcal{L} \). \( F(z) \) can be interpreted as a functional "mirror" of the sequence \( \{ c_n \}_{n \geq 0} \). The Carathéodory functions for some perturbations of a measure \( \sigma \) (or its associated linear functional) have been studied in [13] for the following three canonical cases:
Moreover, if we denote these transformations by \( L \). This transformation is one of the goals of our contribution. Notice that in these three cases, the corresponding Carathéodory functions are related by \( \tilde{F}(z) = \frac{A(z)F(z) + B(z)}{D(z)} \), where \( A, B \), and \( D \neq 0 \) are polynomials in the variable \( z \). They constitute examples of the so-called linear spectral transformations. Other examples of spectral transformations have been analyzed in [13]. Furthermore, in [5, 6] we have studied a perturbation \( L_R \) of \( L \) defined by

\[
\langle L_R, q \rangle = \left\langle L, \frac{1}{2}(z - \alpha + z^{-1} - \bar{\alpha})q \right\rangle, \quad q \in \Lambda,
\]

where \( \alpha \in \mathbb{C} \). Here the relation between the associated Carathéodory functions is

\[
F_R(z) = \frac{[z^2 - (\alpha + \bar{\alpha})z + 1]F(z) + z^2 + (c_1 - c_{-1})z - 1}{z},
\]

i.e., this is a linear spectral transform that is not one of the canonical linear spectral transformations above mentioned. Indeed, the Christoffel transformation is a particular case of this transformation when \(|\Re(\alpha)| > 1\).

On the other hand, assuming that \( L \) is a quasi-definite linear functional, necessary and sufficient conditions for the quasi-definiteness of \( L_R \) are obtained in [2] and [18]. This transformation is denoted by \( F_R(\alpha) \).

It is natural to analyze the existence of the inverse transformation, i.e., if there exists a linear functional \( L_{R^{-1}} \), such that

\[
\langle L_{R^{-1}}, [z + z^{-1} - (\alpha + \bar{\alpha})p(z) \rangle = \langle L, p(z) \rangle, \quad p \in \Lambda,
\]

as well as if the quasi-definite character of the linear functional is preserved by such a transformation. This is one of the goals of our contribution. Notice that the transformation (1.7) does not define a unique linear functional \( L_{R^{-1}} \). As we will show in Section 3, uniqueness depends on a free parameter.

The structure of the paper is as follows. In Section 2, we assume the linear functional \( L_{R^{-1}} \) is quasi-definite and we obtain the relation between the corresponding Carathéodory functions. In Section 3, we analyze the conditions on the nontrivial probability measure \( \sigma \) such that \( L_{R^{-1}} \) is a quasi-definite linear functional and we obtain the necessary conditions for \( L_{R^{-1}} \) to be quasi-definite, an expression for the corresponding sequence of monic orthogonal polynomials, and a recursive algorithm to compute its family of Verblunsky parameters. Finally, in Section 4 several examples of this transformation for three illustrative cases of nontrivial measures are analyzed.
2. Carathéodory functions. Assuming that $\mathcal{L}_{R^{-1}}$ is a quasi-definite linear functional, we will denote its associated Carathéodory function by $F_{R^{-1}}(z)$. First we will study the relation between $F(z)$ and $F_{R^{-1}}(z)$.

**Proposition 2.1.** $F_{R^{-1}}(z)$, the Carathéodory function associated to $\mathcal{L}_{R^{-1}}$, is a linear spectral transformation of $F(z)$ given by

\[
F_{R^{-1}}(z) = \frac{zF(z)}{z^2 - (\alpha + \overline{\alpha})z + 1} + m_1 \frac{z + b}{z - b} + m_2 \frac{z + \overline{b}}{z - \overline{b}},
\]

where $b, \overline{b}$ are the zeros of $z^2 - (\alpha + \overline{\alpha})z + 1$, with $|b| = 1$, and

\[
m_1 = -\frac{1}{2} \left( \tilde{c}_0 + \frac{3m(\tilde{c}_1)}{2m(b)} \right), \quad m_2 = -\frac{1}{2} \left( \tilde{c}_0 - \frac{3m(\tilde{c}_1)}{2m(b)} \right).
\]

**Proof.** From (1.7), we get

\[
c_{-k} = \tilde{c}_{-(k+1)} + \tilde{c}_{-(k-1)} - (\alpha + \overline{\alpha})\tilde{c}_{-k}.
\]

Multiplying (2.2) by $z^k$, $k = 1, 2, \ldots$, and replacing in (1.6), we get

\[
\sum_{k=1}^{\infty} c_{-k} z^k = \sum_{k=1}^{\infty} \tilde{c}_{-(k+1)} z^k + \sum_{k=1}^{\infty} \tilde{c}_{-(k-1)} z^k - (\alpha + \overline{\alpha}) \sum_{k=1}^{\infty} \tilde{c}_{-k} z^k,
\]

\[
F(z) - 1 - \frac{1}{2} = z^{-1} \left( \frac{F_{R^{-1}}(z) - \tilde{c}_0}{2} - \tilde{c}_{-1} z \right) + z \left( \frac{F_{R^{-1}}(z) - \tilde{c}_0}{2} + \tilde{c}_0 \right) - (\alpha + \overline{\alpha}) \left( \frac{F_{R^{-1}}(z) - \tilde{c}_0}{2} \right),
\]

\[
F(z) - 1 = \left[ z + z^{-1} - (\alpha + \overline{\alpha}) \right] F_{R^{-1}}(z) + \tilde{c}_0 \left[ z - z^{-1} + (\alpha + \overline{\alpha}) \right] - 2\tilde{c}_{-1}.
\]

Therefore

\[
F_{R^{-1}}(z) = \frac{F(z) + \left[ z^{-1} - z - (\alpha + \overline{\alpha}) \right] \tilde{c}_0 + 2\tilde{c}_{-1} - 1}{z + z^{-1} - (\alpha + \overline{\alpha})}.
\]

Notice that, from (2.2), $1 + (\alpha + \overline{\alpha})\tilde{c}_0 = \tilde{c}_1 + \tilde{c}_{-1}$, and thus

\[
F_{R^{-1}}(z) = \frac{zF(z) - \tilde{c}_0 z^2 + (\tilde{c}_{-1} - \tilde{c}_1) z + \tilde{c}_0}{z^2 - (\alpha + \overline{\alpha})z + 1},
\]

which is equivalent to (2.1).

On the other hand, from (2.1)

\[
F_{R^{-1}}(z) = \left( \frac{\frac{b}{z-b} - \overline{b}}{z-b} \right) F(z) - m_1 (1 + \overline{b}z) \sum_{k=0}^{\infty} \frac{z^k}{b^k} - m_2 (1 + bz) \sum_{k=0}^{\infty} \frac{b^k z^k}{z^k}
\]

\[
= \left( \sum_{k=1}^{\infty} \frac{b^k - b^k}{b - b} z^k \right) F(z) - m_1 \left( 1 + \sum_{k=1}^{\infty} \frac{b^k z^k}{z^k} \right) - m_2 \left( 1 + \sum_{k=1}^{\infty} \frac{b^k z^k}{z^k} \right),
\]

and thus

\[
\tilde{c}_0 + 2 \sum_{k=1}^{\infty} \tilde{c}_{-k} z^k = \left( \sum_{k=1}^{\infty} \frac{b^k - \overline{b}^k}{b - \overline{b}} z^k \right) \left( 1 + \sum_{k=1}^{\infty} \frac{c_{-k} z^k}{z^k} \right) - m_1 \left( 1 + \sum_{k=1}^{\infty} \frac{b^k z^k}{z^k} \right) - m_2 \left( 1 + \sum_{k=1}^{\infty} \frac{b^k z^k}{z^k} \right),
\]
Therefore, comparing coefficients of $z^n$ on both sides of the last expression, we have for $n \geq 2$,

$$
\hat{c}_{-n} = \frac{1}{2} \left( b^n - \alpha^n \right) - m_2 b^n.
$$

Comparing the independent terms and the coefficients for $z$ we can deduce (2.2) for $n = 0$ and $n = 1$. Furthermore, denoting this transformation by $F_{R-1}$, we obtain the following result:

**Proposition 2.2.**

(i) $F_R(\alpha) \circ F_{R-1}(\alpha) = I$,

(ii) $F_{R-1}(\alpha) \circ F_R(\alpha) = F_U(b, m_1) \circ F_U(\tilde{b}, m_2)$.

**Proof.**

(i) It is evident from the definition of $F_R$ and $F_{R-1}$.

(ii) Denoting $H(z) = (F_{R-1}(\alpha) \circ F_R(\alpha))(F(z))$,

$$
H(z) = \frac{zF_R(z) - \hat{c}_0 z^2 + (\hat{c}_{-1} - \hat{c}_1)z + \hat{c}_0}{z^2 - (\alpha + \alpha^2)z + 1} + \frac{zF_R(z) - \hat{c}_0 z^2 + (\hat{c}_{-1} - \hat{c}_1)z + \hat{c}_0}{z^2 - (\alpha + \alpha^2)z + 1} = F(z) + \frac{1}{z} \left( \hat{c}_0 z^2 + (\alpha_{-1} - \alpha_{-1})z + \alpha_{-1} - 1 \right) = F(z) + \hat{m}_1 \frac{z + b}{z - b} + \hat{m}_2 \frac{z + \tilde{b}}{z - \tilde{b}},
$$

where $\hat{m}_1 = \hat{m}_1 + m_1, \hat{m}_2 = \hat{m}_2 + m_2$, and

$$
\hat{m}_1 = \frac{1}{2} \left( 1 + \frac{\Im(c_1)}{\Im(b)} \right), \quad \hat{m}_2 = \frac{1}{2} \left( 1 - \frac{\Im(c_1)}{\Im(b)} \right).
$$

**Remark 2.3.** Notice that if $\alpha = -2\Re(\alpha)$, and using (2.2), we obtain

$$
T = Z \bar{T} + \alpha \bar{T} + \bar{T} Z^t,
$$

where $Z$ is the shift matrix with ones on the first upper-diagonal and zeros on the remaining entries, and $M^t$ denotes the transpose of the matrix $M$. Furthermore, notice that Hermitian Toeplitz matrices can be characterized as $T = T^*$ together with $Z T Z^t = T$, and therefore

$$
T Z^t = \tilde{B},
$$

where $B = I + a Z^t + (Z^t)^2$ is an infinite lower triangular matrix with ones in the main diagonal, with the following structure

$$
B = \begin{bmatrix}
A & 0 & \cdots \\
A & & \\
& A & \\
& & \\
& & 0
\end{bmatrix}.
$$
where \( A = \begin{bmatrix} 1 & 0 \\ a & 1 \end{bmatrix} \). On the other hand, is not difficult to show that

\[
B^{-1} = \begin{bmatrix} A_1 & 0 & 0 & \cdots \\
A_2 & A_1 & 0 & \ddots \\
A_3 & A_2 & A_1 & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
\end{bmatrix},
\]

where \( A_1 = A^{-1}, A_k = (-1)^{k-1} A^{-1} M^{k-1}, \ k \geq 2, \) and

\[
M = A^{-1} A^t = \begin{bmatrix} 1/a & a \\ -a & 1 - a^2 \end{bmatrix}.
\]

In other words, \( B^{-1} \) is a lower triangular block matrix, with Toeplitz structure. Finally,

\[
TS = \tilde{T},
\]

where \( S \) is given by

\[
S = Z^t B^{-1} = \begin{bmatrix} Z_1^t & 0 & 0 & \cdots \\
Z_1 & Z_1^t & 0 & \ddots \\
0 & Z_1 & Z_1^t & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
\end{bmatrix},
\]

with \( Z_1 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \), i.e., \( S \) is also a lower triangular block matrix with Toeplitz structure.

3. Quasi-definiteness of \( L_{R^{-1}} \). Let us consider a linear functional \( L_{R^{-1}} \), such that

\[
\langle L_{R^{-1}}, [z + z^{-1} - (\alpha + \overline{\alpha})]p \rangle = \langle L, p \rangle,
\]

where \( L \) is a positive definite Hermitian linear functional on the linear space of Laurent polynomials. Notice that we will assume that \( L_{R^{-1}} \) is also Hermitian.

For all values of \( \alpha \) such that \( |\text{Re}(\alpha)| > 1 \), the Laurent polynomial \( z + z^{-1} - (\alpha + \overline{\alpha}) \) can be represented as a polynomial of the form \( c|z - \beta|^2, \ c \in \mathbb{R}, \ \beta \in \mathbb{C} \), i.e., \( L_{R^{-1}} \) is a Geronimus transformation, studied in [4, 15]. For this reason, we are only interested in those values of \( \alpha \) such that \( 0 < |\text{Re}(\alpha)| < 1 \). However, in this case the zeros \( b \) and \( \overline{b} \) of \( z^2 - (\alpha + \overline{\alpha})z + 1 \) are complex conjugates and, furthermore, \( |b| = 1 \).

We will denote by \( \sigma \) and \( \tilde{\sigma} \) the measures associated with \( L \) and \( L_{R^{-1}} \), respectively, i.e.,

\[
d\tilde{\sigma} = \frac{d\sigma}{2\text{Re}(z - \alpha)} + m_1 \delta(z - b) + m_2 \delta(z - \overline{b}), \quad m_1, m_2 \in \mathbb{R}.
\]

Here \( \sigma \) is a nontrivial probability measure supported on \( T \), which can be decomposed as in (1.5).

Thus, if \( \sigma_s = 0 \), then the integral

\[
\tilde{c}_n = \int_0^{2\pi} e^{in\omega(\theta)} d\theta = \frac{1}{2\pi i} \int_T \frac{z^n \omega(z)}{z + z^{-1} - (\alpha + \overline{\alpha})z + 1} dz,
\]
has singularities in $z = b$ and $z = \tilde{b}$. These singularities can be removed if we consider
\begin{equation}
\tilde{c}_n = \frac{1}{2\pi i} \int_{\Gamma} \frac{z^n \omega(\theta)}{z^2 - (\alpha + \bar{\alpha})z + 1} \, dz \quad (z = e^{i\theta})
\end{equation}
\begin{align*}
&= \frac{1}{2\pi i(b - \bar{b})} \left( \int_{\Gamma} \frac{z^n \omega(z)}{z - \bar{b}} \, dz - \int_{\Gamma} \frac{\omega(z)}{z - \bar{b}} \, dz \right) \\
&= \frac{1}{2\pi i(b - \bar{b})} \left( \int_{\Gamma} \frac{z^n [\omega(z) - \omega(\bar{b})]}{z - \bar{b}} \, dz \\
&\quad + \frac{1}{2} b^n \omega(\bar{b}) - \frac{1}{2} \bar{b}^n \omega(b) \right),
\end{align*}
assuming that $\omega(z)$ satisfies a Lipschitz condition of order $\tau$ $(0 < \tau \leq 1)$ on $\Gamma$; see [20]. Notice that this is also valid if $\sigma_s \neq 0$, as long as $\sigma_s$ has a finite number of mass points different from $b$ and $\bar{b}$.

Now, assume that $L_{R^{-1}}$ is quasi-definite and let $\{\Psi_n\}_{n \geq 0}$ be the its corresponding sequence of monic orthogonal polynomials. Next, we will state the relation between $\{\Psi_n\}_{n \geq 0}$ and $\{\Phi_n\}_{n \geq 0}$.

**Proposition 3.1.** Let $L$ be a positive definite linear functional. If $L_{R^{-1}}$, given as in (1.7), is a quasi-definite linear functional, then $\Psi_n(z)$, the $n$th monic polynomial orthogonal with respect to $L_{R^{-1}}$, is

\begin{equation}
\Psi_n(z) = \left( z + \frac{k_n}{k_{n-1}} \right) \Phi_{n-1}(z) + \left( \Phi_n(0) - \frac{k_n}{k_{n-1}} \Psi_{n+1}(0) \right) \Phi_n^*(z).
\end{equation}

Conversely, if $\{\Psi_n\}_{n \geq 0}$ is given by (3.2) and assuming that $|\Psi_n(0)| \neq 1$, $n \geq 1$, then $\{\Psi_n\}_{n \geq 0}$ is the sequence of monic polynomials orthogonal with respect to $L_{R^{-1}}$.

**Proof.** Let

\begin{equation}
\Psi_n(z) = \Phi_n(z) + \sum_{m=0}^{n-1} \lambda_{n,m} \Phi_m(z).
\end{equation}

Multiplying the above expression by $\Phi_m(z)$ and applying $L$, for $0 \leq m \leq n - 1$, we get

\[ \langle L, \Psi_n(z)\Phi_m(z) \rangle = \lambda_{n,m} k_m, \]

or equivalently,

\[ \langle L_{R^{-1}}, [z + z^{-1} - (\alpha + \bar{\alpha})]\Psi_n(z)\Phi_m(z) \rangle = \lambda_{n,m} k_m. \]

Thus

\[ \lambda_{n,m} = \frac{1}{k_m} \langle L_{R^{-1}}, [z + z^{-1} - (\alpha + \bar{\alpha})]\Psi_n(z)\Phi_m(z) \rangle, \quad 0 \leq m \leq n - 1. \]

If $m = n - 1$, then

\[ \lambda_{n,n-1} = \frac{1}{k_{n-1}} \left[ \langle L_{R^{-1}}, z\Psi_n(z)\Phi_{n-1}(z) \rangle + \langle L_{R^{-1}}, z^{-1}\Psi_n(z)\Phi_{n-1}(z) \rangle \right] \\
= \frac{1}{k_{n-1}} \left[ \langle L_{R^{-1}}, [\Psi_{n+1}(z) - \Psi_{n+1}(0)]\Phi_n(z)\Phi_{n-1}(z) \rangle + \bar{k}_n \right] \\
= \frac{k_n}{k_{n-1}} (1 - \Psi_{n+1}(0)\Phi_{n-1}(0)). \]
On the other hand, for $0 \leq m \leq n - 2$,

$$\lambda_{n,m} = \frac{1}{k_m} \left\langle \mathcal{L}_{R^{-1}} \cdot z \Psi_n(z) \Phi_m(z) \right\rangle$$

$$= \frac{1}{k_m} \left\langle \mathcal{L}_{R^{-1}} \cdot [\Psi_{n+1}(z) - \Psi_{n+1}(0) \Psi_n^*(z)] \Phi_m(z) \right\rangle$$

$$= \frac{k_n}{k_m} \Psi_{n+1}(0) \Phi_m(0).$$

Substituting these values into (3.3), we obtain

$$\Psi_n(z) = \Phi_n(z) + \frac{k_n}{k_{n-1}} \Phi_{n-1}(z) - \frac{k_n}{k_{n-1}} \Psi_{n+1}(0) K_{n-1}(z, 0)$$

$$= \Phi_n(z) + \frac{k_n}{k_{n-1}} \Phi_{n-1}(z) - \frac{k_n}{k_{n-1}} \Psi_{n+1}(0) \Phi_n^*(z).$$

Using the recurrence relation, we get

$$\Psi_n(z) = z \Phi_{n-1}(z) + \Phi_n(0) \Phi_{n-1} + \frac{k_n}{k_{n-1}} \Phi_{n-1}(z) - \frac{k_n}{k_{n-1}} \Psi_{n+1}(0) \Phi_{n-1}(z)$$

$$= \left( z + \frac{k_n}{k_{n-1}} \right) \Phi_{n-1}(z) + \left( \Phi_n(0) - \frac{k_n}{k_{n-1}} \Psi_{n+1}(0) \right) \Phi_{n-1}(z),$$

which proves the first statement of the proposition. Notice that evaluating (3.4) at $z = 0$, we get

$$\Psi_n(0) = \frac{k_n}{k_{n-1}} \Phi_{n-1}(0) + \Phi_n(0) - \frac{k_n}{k_{n-1}} \Psi_{n+1}(0),$$

and thus (3.5) becomes

$$\Psi_n(z) = \left( z + \frac{k_n}{k_{n-1}} \right) \Phi_{n-1}(z) + \left( \Phi_n(0) - \frac{k_n}{k_{n-1}} \Psi_{n+1}(0) \right) \Phi_{n-1}(z).$$

On the other hand, if we denote $\nu_n = \frac{k_{n+1}}{k_n}$ and $l_n = \Psi_{n+1}(0) - \nu_n \Phi_n(0)$, considering the reversed polynomial of $\Psi_{n+1}(z)$, then we obtain the following linear transfer equation

$$\begin{bmatrix} \Psi_{n+1}(z) \\ \Phi_{n+1}(z) \end{bmatrix} = \begin{bmatrix} z + \nu_n & l_n \\ \frac{\nu_n z}{z} & \nu_n z + 1 \end{bmatrix} \begin{bmatrix} \Phi_n(z) \\ \Phi_n^*(z) \end{bmatrix}.$$
where the last equality will become clear looking at (3.7) in the following Proposition. Furthermore, we get

\[
\Phi_n(z) = \frac{\nu_n z + 1)\Psi_{n+1}(z) - l_n\Psi_{n+1}^*(z)}{\nu_n[z^2 - (\alpha + \overline{\alpha}) z + 1]},
\]

\[
\Phi_n^*(z) = \frac{(z + \nu_n)\Psi_{n+1}^*(z) - l_n\Phi_{n+1}(z)}{\nu_n[z^2 - (\alpha + \overline{\alpha}) z + 1]},
\]

and thus we obtain the following alternative expression that relates both sequences of polynomials

\[
[z^2 - (\alpha + \overline{\alpha}) z + 1]\Phi_n(z) = \Psi_{n+2}(z) + \nu_n^{-1}[\Psi_{n+1}(z) - \Phi_{n+1}(0)\Psi_{n+1}^*(z)].
\]

Now we prove that the sequence of monic polynomials \(\{\Psi_n\}_{n \geq 0}\), given in (3.2), is orthogonal with respect to \(L_{R-1}\). Notice that \(\Psi_{n+1}(z) - \Psi_{n+1}(0)\Psi_{n+1}^*(z)\) is a polynomial of degree \(n + 1\) that vanishes at \(z = 0\) and, thus, \(\Psi_{n+1}(z) - \Psi_{n+1}(0)\Psi_{n+1}^*(z) = z\Phi(z)\), where \(p(z)\) is a polynomial of degree \(n\). Then,

\[
z\Phi(z) = (z + \nu_n)\Phi_n(z) + l_n\Phi_n^*(z) - \Psi_{n+1}(0)[l_{n-1}\Phi_{n-1}(z) + (\nu_{n-1} z + 1)\Phi_{n-1}^*(z)]
\]

\[
= (z + \nu_n)[\Phi_{n-1}(z) + \Phi_n(0)\Phi_{n-1}^*(z)] + l_n[\Phi_{n-1}(z) + \Phi_n(0)\Phi_{n-1}^*(z)]
\]

\[
- \Psi_{n+1}(0)[l_{n-1}\Phi_{n-1}(z) + (\nu_{n-1} z + 1)\Phi_{n-1}^*(z)]
\]

\[
= z\Phi_{n-1}(z) + (z + \nu_n)\Phi_n(0) - \Psi_{n+1}(0)[l_{n-1}]
\]

\[
+ \Phi_n(0)[(z + \nu_n)\Phi_n(0) + l_n - \Psi_{n+1}(0)[\nu_{n-1} z + 1]]
\]

\[
= z(z + \nu_n - 1)\Phi_{n-1}(z) + z\Phi_n(0) = z\Psi_n(z),
\]

where the fourth equality follows from (1.3) and (3.6). That is, \(\{\Psi_n\}_{n \geq 0}\) satisfies a recurrence relation like (1.1) and therefore it is an orthogonal sequence with respect to some linear functional \(\tilde{L}\). We will prove that \(\tilde{L} = L_{R-1}\). For \(0 \leq k \leq n - 1\), consider

\[
\langle \tilde{L}, [z + z^{-1} - (\alpha + \overline{\alpha})]\Phi_n(z)z^k \rangle = \langle \tilde{L}, [z^2 - (\alpha + \overline{\alpha}) z + 1]\Phi_n(z)z^{k+1} \rangle
\]

\[
= \langle \tilde{L}, \Psi_{n+2}(z)z^{k+1} \rangle + \nu_n^{-1} \langle \tilde{L}, [\Psi_{n+1}(z) - \Phi_{n+1}(0)\Psi_{n+1}^*(z)]z^{k+1} \rangle
\]

\[
= 0.
\]

On the other hand, for \(k = n\) we get

\[
\langle \tilde{L}, \Psi_{n+2}(z) + \nu_n^{-1}[\Psi_{n+1}(z) - \Phi_{n+1}(0)\Psi_{n+1}^*(z)]z^{k+1} \rangle = \nu_n^{-1}k_{n+1} = k_n.
\]

Thus, \(\{\Phi_n\}_{n \geq 0}\) is the sequence of monic polynomials orthogonal with respect to \([z + z^{-1} - (\alpha + \overline{\alpha})]L\). But then \([z + z^{-1} - (\alpha + \overline{\alpha})]\tilde{L} = L\) and, therefore, \(\tilde{L} = L_{R-1}\).

**Proposition 3.2.** Let \(L\) be a positive definite linear functional and \(\sigma\) its associated measure. If \(L_{R-1}\) is a quasi-definite linear functional, then

(i) \([\Re(\tilde{c}_1)]^2 \neq (1 - |\Re(\alpha)|^2)\tilde{c}_0^2 - \Re(\alpha)\tilde{c}_0 - \frac{1}{4},\)

(ii) \((1 - |\Phi_n(0)|^2)^2 \nu_n^2 + A_n + \nu_n + 1 - |\Phi_{n+1}(0)|^2 = 0, for n \geq 1,\)

where \(A_n = \Phi_n(0)\Phi_{n-1}(0) + \Psi_n(0)\Phi_{n-1}(0) + \alpha + \overline{\alpha}\).

**Proof.** From (2.2), for \(k = 0\) and assuming that \(c_0 = 1\), we have

\[
\Re(\tilde{c}_1) = \frac{1}{2} + \Re(\alpha)\tilde{c}_0.
\]
In addition, in order for $\mathcal{L}_{R^{-1}}$ to be a quasi-definite functional, we need

$$\det \hat{T}_2 = \begin{vmatrix} \hat{c}_0 & \hat{c}_1 \\ \hat{c}_1 & \hat{c}_0 \end{vmatrix} = \hat{c}_0^2 - |\Re(\hat{c}_1)|^2 - |\Im(\hat{c}_1)|^2 \neq 0,$$

where $\hat{T}$ is the Toeplitz matrix associated with $\mathcal{L}_{R^{-1}}$ and $\hat{T}_n$ is its corresponding $n \times n$ leading principal submatrix. Therefore, for the choice of $\alpha$, we get

$$|\Im(\hat{c}_1)|^2 \neq \hat{c}_0^2 - \left[ \frac{1}{2} + \Re(\alpha) \hat{c}_0 \right]^2,$$

which is (i). Thus, $\hat{c}_0$ and $\Im[\hat{c}_1]$ are free parameters, while $\Re(\hat{c}_1)$ is determined by $\hat{c}_0$ and the choice of $\alpha$.

Furthermore, we have

$$k_n = \langle \Phi_n(z), \Phi_n(z) \rangle_{\mathcal{L}} = \langle \Psi_n(z), \Phi_n(z) \rangle_{\mathcal{L}} = \langle [z + z^{-1} - (\alpha + \overline{\alpha})]\Psi_n(z), \Phi_n(z) \rangle_{\mathcal{L}_{R^{-1}}}$$

$$= \langle z\Psi_n(z), \Phi_n(z) \rangle_{\mathcal{L}_{R^{-1}}} + \langle \Psi_n(z), z\Phi_n(z) \rangle_{\mathcal{L}_{R^{-1}}} - (\alpha + \overline{\alpha}) \langle \Psi_n(z), \Phi_n(z) \rangle_{\mathcal{L}_{R^{-1}}}$$

$$= -[\Psi_{n+1}(0)\Phi_n(0) + \alpha + \overline{\alpha}]k_n + \langle \Psi_n(z), z\Phi_n(z) \rangle_{\mathcal{L}_{R^{-1}}}.$$

On the other hand, from (3.4),

$$\langle \Psi_n(z), z\Phi_n(z) \rangle_{\mathcal{L}_{R^{-1}}} = \left( \Psi_n(z), z\Psi_n(z) - \frac{k_n}{k_{n-1}}z\Phi_{n-1}(z) + \frac{k_n}{k_{n-1}}\Psi_{n+1}(0)z\Phi_{n-1}(z) \right)_{\mathcal{L}_{R^{-1}}}$$

$$= -\Psi_{n+1}(0)\Psi_n(0)\hat{k}_n - \frac{k_n}{k_{n-1}}\hat{k}_n + \frac{k_n}{k_{n-1}}\Psi_{n+1}(0)\Phi_{n-1}(0)\hat{k}_n,$$

and from (3.6),

$$\langle \Psi_n(z), z\Phi_n(z) \rangle_{\mathcal{L}_{R^{-1}}} = -\Psi_{n+1}(0)\Psi_n(0)\hat{k}_n - \frac{k_n}{k_{n-1}}\hat{k}_n$$

$$+ \left( \Psi_n(0) - \Phi_n(0) + \frac{k_n}{k_{n-1}}\Psi_{n+1}(0) \right)\Psi_{n+1}(0)\hat{k}_n$$

$$= -\Psi_{n+1}(0)\Phi_n(0)\hat{k}_n - \frac{k_n}{k_{n-1}}\hat{k}_n + \frac{k_n}{k_{n-1}}|\Psi_{n+1}(0)|^2\hat{k}_n.$$

Thus, if $A_{n+1} = \Psi_{n+1}(0)\Phi_n(0) + \Psi_{n+1}(0)\Phi_n(0) + \alpha + \overline{\alpha}$, then

$$k_n = -A_{n+1}\hat{k}_n + \left( |\Psi_{n+1}(0)|^2 - 1 \right) \frac{k_n}{k_{n-1}}\hat{k}_n,$$

$$1 - |\Phi_n(0)|^2 = -A_{n+1} \frac{k_n}{k_{n-1}} + \left( \frac{k_n}{k_{n-1}}|\Psi_{n+1}(0)|^2 \right) - \left( \frac{k_n}{k_{n-1}} \right)^2.$$

Since, from (3.6), $\frac{k_n}{k_{n-1}}\Psi_{n+1}(0) = \frac{k_n}{k_{n-1}}\Phi_{n-1}(0) + \Phi_n(0) - \Psi_n(0)$, we obtain

$$1 - |\Psi_n(0)|^2 = -A_{n} \frac{k_n}{k_{n-1}} - (1 - |\Phi_{n-1}(0)|^2) \left( \frac{k_n}{k_{n-1}} \right)^2.$
Therefore,

\[(3.7) \quad (1 - |\Phi_{n-1}(0)|^2) \left( \frac{\tilde{k}_n}{k_{n-1}} \right)^2 + A_n \frac{\tilde{k}_n}{k_{n-1}} + 1 - |\Psi_n(0)|^2 = 0, \]

which is \((ii)\). \(\square\)

Now, from \((3.6)\),

\[\Psi_{n+1}(0) = \Phi_{n-1}(0) + \left(\Phi_{n}(0) - \Psi_{n}(0)\right) \frac{k_{n-1}}{k_n} - 1 = \left(\Phi_{n}(0) - \Psi_{n}(0)\right) \prod_{k=1}^{n-1} \left(1 - |\Phi_k(0)|^2\right) \tilde{c}_0 + \Phi_{n-1}(0), \quad n \geq 1. \]

Thus, we can build an algorithm to compute recursively the sequence \(\{\Psi_{n+1}(0)\}_{n \geq 1}\), starting from \(\Psi_1(0) = -\frac{\tilde{c}_1}{\tilde{c}_0}\); see Algorithm 3.3.

**Algorithm 3.3.**

**INPUT:** \(\alpha, \tilde{c}_0, \{\Phi_n(0)\}_{n \geq 1}\)

1. Compute \(\Re(\tilde{c}_1) = \frac{1}{2} + \Re(\alpha) \tilde{c}_0\)
2. if \((i)\) in Proposition 3.2 holds then
3. \(\Psi_1(0) = -\frac{\tilde{c}_1}{\tilde{c}_0}\)
4. end if
5. for \(n = 1, 2, \ldots\) do
6. \(\Psi_{n+1}(0) = \left(\Phi_{n}(0) - \Psi_{n}(0)\right) \prod_{k=1}^{n-1} \left(1 - |\Phi_k(0)|^2\right) \tilde{c}_0 + \Phi_{n-1}(0)\)
7. if \(|\Psi_{n+1}(0)| = 1\) then
8. break
9. end if
10. end for

4. **Examples.**

4.1. **A Christoffel case.** Let \(d\sigma = |z - 1|^2 \frac{d\theta}{2\pi}\). Is well known (see [16]) that the family of Verblunsky parameters associated with \(\sigma\) is

\[\Phi_n(0) = \frac{1}{n + 1}, \quad n \geq 1. \]

Now, let us consider the perturbation

\[d\tilde{\sigma} = \frac{|z - 1|^2}{z + z^{-1} - (\alpha + \bar{\alpha})} \frac{d\theta}{2\pi}, \quad |z| = 1, \]

where \(\Re(\alpha) = 0.6\). Notice that \(b = 0.6 + 0.8i\). Then, according to \((3.1)\),

\[\tilde{c}_0 = \frac{1}{1.6i} \left[ \int_0^{2\pi} \frac{|e^{i\theta} - 1|^2 - 0.8}{1 - (0.6 + 0.8i) e^{-i\theta}} \frac{d\theta}{2\pi} - \int_0^{2\pi} \frac{|e^{i\theta} - 1|^2 - 0.8}{1 - (0.6 - 0.8i) e^{-i\theta}} \frac{d\theta}{2\pi} \right], \]

\[= \frac{1}{1.6i} (0.6 - 0.8i - (0.6 + 0.8i)) = -1, \]
and

\[
\hat{c}_1 = \frac{1}{1.6i} \left[ \int_0^{2\pi} \frac{(e^{i\theta} - 1)^2 - 0.8) e^{i\theta}}{1 - (0.6 + 0.8i) e^{-i\theta}} d\theta - \int_0^{2\pi} \frac{(e^{i\theta} - 1)^2 - 0.8) e^{i\theta}}{1 - (0.6 - 0.8i) e^{-i\theta}} d\theta \right] + \frac{1}{2} (0.6 + 0.8i)(0.8) - \frac{1}{2} (0.6 - 0.8i)(0.8) = 0.4.
\]

Observe that (i) in Proposition 3.2 holds. Applying the algorithm, the first 500 Verblunsky parameters are shown in Figure 4.1.

Notice that all of the new Verblunsky parameters are real. They are distributed on both sides of the origin, in nearly symmetric intervals. If we repeat the computation for \( n = 2000 \), then the values accumulate over such intervals. This is shown in Figure 4.2.

4.2. The case of constant Verblunsky parameters. We consider linear functionals such that the corresponding measures are supported on an arc of the unit circle which doesn’t contain \( b_1 \) and \( b_2 \). Such a situation appears (see [7, 16]) when \( \Phi_n(0) = a, n \geq 1 \), with \( 0 < |a| < 1 \). Here the measure \( \sigma \) associated with \( \{\Phi_n(0)\}_{n \geq 1} \) is supported on the arc

\[
\Delta_\nu = \{e^{i\theta} : \nu \leq \theta \leq 2\pi - \nu\},
\]
with \( \cos(\nu/2) := \sqrt{1 - |a|^2} \), but it can have a mass point located on \( T \). The orthogonality measure \( \sigma \) is given by

\[
(4.1) \quad d\sigma = \frac{\sqrt{\sin(\frac{\theta + i\nu}{2}) \sin(\frac{\theta - i\nu}{2})}}{2\pi \sin(\frac{\theta - \tau}{2})} \, d\theta + m_\tau \delta(z - e^{i\tau}),
\]

where \( e^{i\tau} = \frac{1}{1 - a} \) and

\[
m_\tau = \begin{cases} 
\frac{2|a|^2 - a - \pi}{|1 - a|}, & \text{if } |1 - 2a| > 1, \\
0, & \text{if } |1 - 2a| \leq 1.
\end{cases}
\]

Moreover, the orthonormal polynomials associated with \( \sigma \) are given by

\[
\varphi_n(z) = \frac{1}{(1 - |a|^2)^{n/2}} \left( (z + a) \frac{z_1^n - z_2^n}{z_1 - z_2} - z(1 - |a|^2) \frac{z_1^{n-1} - z_2^{n-1}}{z_1 - z_2} \right), \quad n \in \mathbb{N},
\]

with

\[
\begin{align*}
z_1 &= \frac{z + 1 + \sqrt{(z - e^{i\nu})(z - e^{-i\nu})}}{2}, \\
z_2 &= \frac{z + 1 - \sqrt{(z - e^{i\nu})(z - e^{-i\nu})}}{2}.
\end{align*}
\]

Consider a perturbation of (4.1) given by

\[
d\tilde{\sigma} = \frac{d\sigma}{z + z^{-1} - (\alpha + \bar{\alpha})},
\]

with \( \Re(\alpha) = 0.8 \) and \( a = 0.5i \). Notice that in this case, \( b = 0.8 + 0.6i \) and thus \( b \notin \Delta_\nu \).

Then,

\[
\begin{align*}
\tilde{c}_0 &= \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} \frac{\sqrt{\sin(\frac{1}{2} \theta + \frac{1}{6} \pi) \sin(\frac{1}{2} \theta - \frac{1}{6} \pi)}}{2(\cos \theta - 0.8) \pi \sin(\frac{\theta}{2})} \, d\theta = -0.45876, \\
\tilde{c}_1 &= \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} \frac{(\cos \theta + i \sin \theta) \sqrt{\sin(\frac{1}{2} \theta + \frac{1}{6} \pi) \sin(\frac{1}{2} \theta - \frac{1}{6} \pi)}}{2(\cos \theta - 0.8) \pi \sin(\frac{\theta}{2})} \, d\theta = 0.13299,
\end{align*}
\]

and (i) holds. In such a situation, the algorithm becomes

\[
\psi_{n+1}(0) = \frac{[a - \Psi_n(0)](1 - |a|^2)^{n-1}}{\prod_{k=1}^{n}(1 - |\Psi_k(0)|^2)} \tilde{c}_0 + a, \quad n \geq 1,
\]

and the first 500 Verblunsky parameters are shown in Figure 4.3. As shown in this figure, the Verblunsky parameters associated with the modified measure have the same argument with respect to a certain point (the value of \( a \)). That is, they are located on a straight line, on both sides of \( a \). When \( n \) increases, the density of the points on the line increases, as shown by Figure 4.4.
4.3. A Bernstein-Szegő case. Consider the Bernstein-Szegő measure

\[ d\sigma = \frac{1 - |\beta|}{|e^{i\theta} - \beta|^2} \frac{d\theta}{2\pi}, \quad 0 < |\beta| < 1. \]

It is well known [16] that in this case the Verblunsky parameters are given by \( \Phi_1(0) = -\beta \) and \( \Phi_n(0) = 0, n \geq 2 \). Consider the measure \( d\tilde{\sigma} \) defined by

\[ d\tilde{\sigma} = \frac{1}{|z + z^{-1} - (\alpha + \bar{\alpha})||e^{i\theta} - \beta|^2} \frac{d\theta}{2\pi}. \]

Setting \( \Re(\alpha) = 0.8, \beta = 0.5 \), and computing the first moments using (3.1), we get \( \tilde{c}_0 = -0.9308 \) and \( \tilde{c}_1 = -0.2395 \). The results produced by the algorithm for the first 2000 Verblunsky parameters are shown in Figure 4.5. Notice that the behavior of the Verblunsky parameters is similar to the previous example.
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