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CONVERGENCE ISSUES IN THE THEORY AND PRACTICE OF ITERATIVE
AGGREGATION/DISAGGREGATION METHODS �

IVO MAREKy, PETR MAYERy, AND IVANA PULTAROV Áy
Abstract. Iterative aggregation/disaggregation (IAD) methods for the computation of stationary probability

vectors of large scale Markov chains form efficient practical analysis tools. However, their convergence theory is
still not developed appropriately. Furthermore, as in other multilevel methods such as multigrid methods, the number
of relaxations on the fine level of the IAD algorithms which isto be executed plays a very important role. To better
understand these methods, in this paper we study some new concepts as well as their behavior and dependence
on the parameters involved in aggregation algorithms, and establish some necessary and/or sufficient conditions
for convergence. The theory developed offers a proof of convergence of IAD algorithms independent of whether
the governing iteration matrix is primitive or cyclic as oneof its main results. Another important result concerns a
comparison of the rates of convergence of two IAD processes.Some examples documenting the diversity of behavior
of IAD methods are given.
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