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Abstract. We review several methods leading to variable-coefficient schemes and/or to exact difference schemes for ordinary differential equations (error elimination; functional fitting; Principle of Coherence). Necessary and sufficient conditions are given for $\tau$-independence of fitted RK coefficients. Conditions for $\tau$-independence are investigated, $\tau$ the time-step. The theory is illustrated by examples. In particular, examples are given for non-uniqueness of exact schemes and for efficient difference schemes based on exact schemes and well suited for highly oscillatory ordinary differential systems or for parabolic equations with blow-up solutions.
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1. Introduction. Time discretization for the numerical solution of initial value problems means that we approximate a continuous dynamical system by a family of discrete dynamical systems. We introduce the additional parameter $\Delta t = \tau$ and require $O(\tau^s)$-convergence for $\tau \to 0$, $s \geq 1$. If the dynamics of the discrete and continuous systems are very different for larger $\tau$, then the step-size $\tau$ must be small for satisfactory results. If the dynamics of the systems are very similar, $\tau$ may be larger, computations are more efficient. In the ideal case, the step-size of the computations is determined by the solution to be computed: by its structure and by the accuracy required. In many applications, for instance in equilibrium computations and turbulence computations in plasma physics, the bounds for the step-size have to be determined by properties of the numerical method instead.

Let us look at a very simple example:

\begin{equation}
\dot{u} = u^2, \quad u(0) = u_0 > 0,
\end{equation}

with solution

\begin{equation}
u(t) = \frac{u_0}{1 - t u_0},
\end{equation}

This solution ceases to exist when the denominator vanishes, i.e. at its blow-up time $T = 1/u_0$. We take $u_0 = U_0$ and compute discrete solutions $\{U_n\}_{n=1}^N$.

If we discretize eq. (1.1) with the explicit forward Euler scheme, we obtain

\[ \frac{U_{n+1} - U_n}{\tau} = U_n^2, \quad \text{or} \quad U_{n+1} = U_n + \tau U_n^2, \]

and the iterates exist for all times, independent of the value of $U_0$. Moreover, the step-size $\tau$ must be small enough to prohibit instability of the scheme.

If we discretize eq. (1.1) with the implicit backward Euler scheme, we obtain

\[ \frac{U_{n+1} - U_n}{\tau} = U_{n+1}^2, \quad \text{or} \quad U_{n+1} = \frac{1}{2\tau} (1 \pm \sqrt{1 - 4\tau U_n^2}). \]

A choice in favor of the value $U_{n+1}^-$ has to be made in each time step: this ensures that we get convergence to a continuous function in the limit $\tau \to 0$, and it enforces uniqueness of...
the solution. It does not prohibit though that the iterates on the two branches meet and turn complex at a time $T(\tau) < T(u_0)$. Real iterates thus cease to exist, but the non-existence happens in a way which is different from blow-up. Moreover, implicit difference schemes have a tendency to turn superstable and thus to produce qualitatively wrong solutions for step-sizes $\tau$ which are not small enough.

If we discretize eq. (1.1) with the ‘nonstandard scheme’

$$U_{n+1} - U_n = \frac{U_n U_{n+1}}{\tau}, \quad \text{or} \quad U_{n+1} = \frac{U_n}{1 - \tau U_n},$$

we find that this scheme is exact, i.e. for any step-size $\tau$ it reproduces the solution (1.2) without discretization error, as long as $n \cdot \tau < T(u_0) = 1/u_0$.

Given any individual differential equation, how to find an optimal scheme for it? How should nonlinear terms in differential equations be discretized? Attempts are made for developing a theory of nonstandard schemes ‘optimal for individual differential equations’ [16]. In the case of eq. (1.1) and $\frac{\partial}{\partial t} u = u^2$, however, we notice that

$$\frac{U_{n+1} - U_n}{\tau} = U_n U_{n+1} = f(U_n) + f'(U_n) \frac{U_{n+1} - U_n}{2},$$

and this is a linearly implicit standard scheme, a so-called Rosenbrock-Wanner scheme. Linearly implicit schemes were introduced by Rosenbrock in 1963. Today they are standard in the numerical treatment of stiff differential equations and of differential-algebraic equations [7]. Also other ‘nonstandard’ schemes found in the literature turned out to be standard [15].

In the following we shall have a ‘nonstandard’ view on standard schemes. We shall discuss on which functions given, well-known schemes are exact (on which $f(u)$, on which $u(t)$?) and we shall discuss several methods for finding schemes which are exact on given $s$-dimensional function spaces. Depending on the chosen function space, the schemes have constant coefficients, or coefficients depending on time $t$ and/or time-step $\tau$. Necessary and sufficient conditions for $t$-independence are given, $\tau$-independence is discussed.

These investigations mostly lead to results for simple quasilinear equations. Exact schemes for simple equations have been used successfully for designing efficient schemes relevant to applications. As examples, Denk-Bulirsch schemes and LeRoux schemes are discussed in this text. Kojouharov-Chen schemes for advection-diffusion-convection equations [8] and structure-preserving schemes for canonical and non-canonical Hamiltonian systems [4] must at least be mentioned. This is an updated, enlarged version of [13].

2. Exact schemes. We start by considering non-autonomous systems

$$\dot{u} = f(t, u), \quad u(0) = u_0,$$

with smooth functions $f : (t_1, t_2) \times \mathbb{R}^q \to \mathbb{R}^q$, $q \geq 1$. We assume $[0,T] \subset (t_1, t_2) \subset \mathbb{R}$ and consider one-step schemes

$$U_{n+1} = A(f)(U_n, \tau), \quad U_0 = u_0,$$

for the numerical solution of system (2.1) on the interval $[0,T]$. Here $\tau = \Delta t$ is the time step, $U_n$ is an approximation to the exact solution $u(t_n)$ at time $t_n = n \tau$, $n = 0, 1, 2, \ldots$, and $A(f)$ denotes the evolution map given by the numerical scheme. Note that for implicit methods, the evolution map $A(f)$ requires a non-linear solve. In this text we assume that the explicit form (2.2) can always be obtained uniquely in exact arithmetic and we neglect the presence of rounding errors. We also allow numerical methods for which the evolution map $A(f)$ involves derivatives of $f$ with respect to $u$. 

We define the truncation error $T(u_0, \tau, f)$ of scheme (2.2) by

$$T(u_0, \tau, f) := \frac{1}{\tau}(u(\tau) - U_1) = \frac{1}{\tau}(u(\tau) - Af(u_0, \tau)).$$

Scheme (2.2) is

* of order $m$ on eq. (2.1), if $m$ is the largest integer such that

$$\lim_{\tau \to 0} \frac{||T(u_0, \tau, f)||}{\tau^m} < \infty$$

for all smooth $f$ and arbitrary $u_0$;

* exact on the solution $u(t; u_0)$ of eq. (2.1) for given $f$, if $T(u_0, \tau, f)$ vanishes for arbitrary step-size $\tau \leq \tau_0 \in [0, T]$, $\tau_0 > 0$ small enough;

* exact on eq. (2.1) for given $f$, if $T(u_0, \tau, f)$ vanishes for arbitrary initial value $u_0 \in \mathbb{R}^q$ and arbitrary step-size $\tau \leq \tau_0 \in [0, T]$.

### 2.1. Error expansions for constant-coefficient schemes

We now confine to autonomous scalar initial value problems

$$\dot{u} = f(u), \quad u(0) = u_0 \in \mathbb{R}. \tag{2.3}$$

For the analysis we expand $T(u_0, \tau, f)$ in a Taylor series in $\tau$,

$$T(u_0, \tau, f) = \sum_{j=0}^{\infty} B_j(f)\tau^j. \tag{2.4}$$

Scheme (2.2) is of order $m$ on eq. (2.3), if $B_j(f) = 0$ for all $j < m$, arbitrary $u_0$ and all smooth functions $f$. Scheme (2.2) is exact on eq. (2.3) for a given function $f$, if $B_j(f) = 0$ for arbitrary $u_0 \in \mathbb{R}$ and all $j \geq 0$.

**Lemma 2.1.** The trapezoidal rule

$$\frac{U_{n+1} - U_n}{\tau} = \frac{f(U_{n+1}) + f(U_n)}{2} \tag{2.5}$$

is exact on equation (2.3) for those functions $f : \mathbb{R} \to \mathbb{R}$ satisfying

$$f''f + (f')^2 = 0, \tag{2.6}$$

i.e. for $f(u) = \pm \sqrt{a_1u + a_2}$, $a_1, a_2$ constant, $a_1u + a_2 \geq 0$. It follows that it is exact for solutions $u(t)$ satisfying $u(t) \in \text{span}\{1, t, t^2\}$.

The proof was already given in [14] and [4]. We thus only sketch it here. For the truncation error we obtain the expansion (2.4) with

$$B_j(f) = \left\{ \begin{array}{ll}
0 & j < 2, \\
\left( \frac{1}{(j+1)!} - \frac{1}{2j!} \right) \frac{d^{j}f(u(t))}{dt^{j}} \bigg|_{t=0} & j \geq 2.
\end{array} \right. \tag{2.7}$$

For general smooth $f$ we thus obtain $B_0 = B_1 = 0$ and

$$B_2(f) = -\frac{1}{12}[f''(u)f^2(u) + (f'(u))^2f(u)]_{u=u_0} \neq 0.$$
f satisfying eq. (2.6). We then get by integration \( f(u) = \pm(a_1 u + a_2)^{1/2} \) for \( a_1, a_2 \) constants. Special solutions of eq. (2.3) with this \( f \) are \( u(t) = \alpha_2 t + u_0 \) and \( u(t) = \left( \alpha_1 t/2 + u_0^{1/2} \right)^2 \).

More general we obtain from the differential equation that
\[
0 = \frac{d^2 f(u(t))}{dt^2} = \frac{d^3 u(t)}{dt^3}.
\]
Thus the solution space is \( U = \text{span}\{1, t, t^2\} \).

In a similar way the following lemma was proved as well:

**Lemma 2.2.** The implicit midpoint rule
\[
U_{n+1} - U_n \quad \frac{\tau}{2} \quad f\left( \frac{U_{n+1} + U_n}{2} \right)
\]
is exact on equation (2.3) for those functions \( f : \mathbb{R} \rightarrow \mathbb{R} \) satisfying
\[
f'' f - 2(f')^2 = 0,
\]
i.e. for \( f(u) = a_2 (a_3 - a_1 u)^{-1} \), \( a_1, a_2, a_3 \) constants, \( a_3 - a_1 u(t) \neq 0 \) for all \( t \). Solutions \( u \) of eq. (2.3) then satisfy
\[
u(t) = a_2 t + u_0 \quad \text{for } a_1 = 0, \ a_3 = 1,
\]
or
\[
u(t) = \frac{a_3 \pm \sqrt{(a_3 - a_1 u_0)^2 - 2a_1 t}}{a_1} \quad \text{for } a_1 \neq 0, \ a_3 - a_1 u_0 \neq 0, \ a_2 = 1.
\]

Note that this time the solutions form a nonlinear manifold, not a linear space like in the previous case. In particular, \( u(t) = \sqrt{t} \) does not belong to the solution manifold for \( t_0 = 0 \).

In general, the solutions of eq. (2.3) should not be expected to form a linear space for nonlinear \( f \). If \( u(t) \) solves \( \ddot{u} = f(u) \), \( u(0) = u_0 \), then \( w(t) := a_1 u(t) + a_2, \ a_1 \neq 0 \), solves \( \ddot{w} = a_1 f(\frac{w - a_2}{a_1}), \ w(0) = a_1 u_0 + a_2 \). That’s all we can say for general \( f \).

Also, uniqueness of exact schemes should not be expected: already in [4] it was shown that both the second-order Taylor method
\[
U_{n+1} = U_n + \tau f(U_n) + \frac{\tau^2}{2} f'(U_n) f(U_n),
\]
and the trapezoidal rule (2.5) are exact on the same set of differential equations (2.3), i.e. on those with a r.h.s.-function \( f \) satisfying (2.6). They are clearly different difference schemes, one explicit, one implicit, and also their error expansions are different: expansion (2.4) for scheme (2.10) has the coefficients
\[
B_j(f) = \begin{cases} 0 & j < 2, \\ \frac{1}{(j+1)!} \frac{d^j f(u(t))}{dt^j} & j \geq 2. \end{cases}
\]
So all \( B_j, j \geq 2 \), are different from those in (2.7), but vanish for the same \( f \).

This non-uniqueness should not surprise: difference schemes are equations to be satisfied by the approximate solutions of the differential equations under consideration. So there is not the exact difference scheme, there might be many of them, differing by terms which vanish for those differential equations on which they are exact. What we have to require, of course, is the unique solvability of the difference scheme for given initial value and sufficiently small step-size \( \tau \).

The trapezoidal rule and the implicit midpoint rule both are Runge-Kutta methods. We thus look at exact schemes within the framework of RK methods now.
2.2. Constant coefficient RK methods as exact schemes. In this subsection we collect some facts on RK methods to be used later on. We consider here non-autonomous differential equations (2.1) again, and we will always assume $U_0 = u_0$ for the discrete iteration.

2.2.1. Constant coefficient RK methods. Let $b_i, a_{ij}(i, j = 1, \ldots, s)$ be real numbers and let

\begin{equation}
(2.11) \quad c_i = \sum_{j=1}^{s} a_{ij}, \quad i = 1, \ldots, s.
\end{equation}

The method defined by

\begin{align*}
    k_i &= f(t_n + c_i \tau, U_n + \tau \sum_{j=1}^{s} a_{ij} k_j), \quad i = 1, \ldots, s, \\
    U_{n+1} &= U_n + \tau \sum_{i=1}^{s} b_i k_i,
\end{align*}

is called an $s$-stage Runge-Kutta scheme (RK scheme). An alternative definition is

\begin{align}
(2.12) \quad Y_i &= U_n + \tau \sum_{j=1}^{s} a_{ij} f(t_n + c_j \tau, Y_j), \quad i = 1, \ldots, s, \\
(2.13) \quad U_{n+1} &= U_n + \tau \sum_{i=1}^{s} b_i f(t_n + c_i \tau, Y_i).
\end{align}

The connection between both is given by

\begin{align*}
    k_i &= f(t_n + c_i \tau, Y_i), \\
    Y_i &= U_n + \tau \sum_{j=1}^{s} a_{ij} k_j, \quad i = 1, \ldots, s.
\end{align*}

There is a certain redundancy: formally different schemes can define the same numerical integration method, even when they have different stage numbers $s_1$ and $s_2$. In the following we consider Runge-Kutta methods, assuming that the resulting numerical integration method is at least of first order, and that the scheme representing it has minimal stage number $s$ and satisfies $c_i \neq c_j$ for $i \neq j$.

2.2.2. Collocation methods. Remember the following facts [3, p.58], [6, p.211f]:

* If an RK method satisfies the simplifying conditions

\begin{equation}
(2.14) \quad B(\xi) : \sum_{i=1}^{s} b_i c_i^{k-1} = 1/k, \quad 1 \leq k \leq \xi,
\end{equation}

and is used for integrating

\begin{equation}
(2.15) \quad \dot{y} = f(t), \quad y(t_n) = 0,
\end{equation}

on the interval $(t_n, t_{n+1})$, then eq. (2.13) is an integration method of order $\xi$. Equation (2.13) is then exact on $f \in \text{span}\{1, t, \ldots, t^{\xi-1}\}$. Trivial consequence: all consistent RK schemes are exact on $\dot{u} = \text{const}$. 
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* If an RK method satisfies the simplifying conditions

\[
C(\xi) : \quad \sum_{j=1}^{s} a_{ij} e_j^{k-1} = \frac{1}{k} e_i^k, \quad 1 \leq k \leq \xi, \quad 1 \leq i \leq s,
\]

then the stage equations (2.12) define integration methods of order \(\xi\) for eq. (2.15) on the intervals \((t_n, t_n + c_i \tau)\). Thus they are exact there for \(f \in \text{span}\{1, t, \ldots, t^{\xi-1}\}\). Note that the validity of \(C(1)\) is ensured by eq. (2.11).

* If an \(s\)-stage RK method satisfies \(B(s)\) and \(C(s)\), it is called a \textit{collocation method} (after Burrage 1978).

* Apply a collocation method (2.12), (2.13) to the differential equation (2.1). The \textit{collocation polynomial}, i.e. the polynomial \(p(t)\) interpolating the numerical solution of (2.12), (2.13) in the points \(t_n\) and \(t_{ni} := t_n + c_i \tau, \ i = 1, \ldots, s\), then has degree \(s\). Its derivative \(\dot{p}\) has degree \(s - 1\) and is integrated exactly by the stage equations (2.12) on the intervals \([t_n, t_{ni}]\). We thus obtain

\[
p(t_n + c_i \tau) = p(t_n) + \tau \sum_{j=1}^{s} a_{ij} \ddot{p}(t_n + c_j \tau), \quad i = 1, \ldots, s,
\]

\[
p(t_n + \tau) = p(t_n) + \tau \sum_{i=1}^{s} b_i \ddot{p}(t_n + c_i \tau).
\]

Put \(p(t_n) = u_n\), where \(u_n = u(t_n)\) and \(u(t)\) is the solution of eq. (2.1) to be approximated. Then the collocation polynomial satisfies eq. (2.1) at the internal abscissas \(t_{ni} = t_n + c_i \tau, \ i = 1, \ldots, s\),

\[\dot{p}(t_n + c_i \tau) = f(t_n + c_i \tau, p(t_n + c_i \tau)), \quad i = 1, \ldots, s.\]

* Given a positive integer \(s\) and numbers \(c_1, \ldots, c_s \in \mathbb{R}\), \(0 \leq c_i \leq 1, \ i = 1, \ldots, s, \ c_i \neq c_j\) for \(i \neq j\). The collocation method satisfying

\[
p(t_n) = U_n
\]

\[
\dot{p}(t_n + c_i \tau) = f(t_n + c_i \tau, p(t_n + c_i \tau)), \quad i = 1, \ldots, s,
\]

\[
p(t_n + \tau) =: U_{n+1}
\]

is equivalent to the \(s\)-stage RK method (2.12), (2.13) with coefficients

\[
a_{ij} := \int_0^{c_i} \ell_j(t) \, dt, \quad b_j := \int_0^{1} \ell_j(t) \, dt, \quad i, j = 1, \ldots, s,
\]

where the \(\ell_j(t)\) are the Lagrange polynomials

\[
\ell_j(t) = \prod_{m \neq j} \frac{(t - c_m)}{(c_j - c_m)}.
\]

Note that \(c_i \neq c_j\) for \(i \neq j\) is essential here.
2.2.3. RK methods as exact schemes. The trapezoidal rule can be written as a Runge-Kutta method,

\[ Y_1 = U_n, \]
\[ Y_2 = U_n + \tau (f(t_n, Y_1) + f(t_n + \tau, Y_2))/2, \]
\[ U_{n+1} = U_n + \tau (f(t_n, Y_1) + f(t_n + \tau, Y_2))/2. \]

It is a second-order 2-stage method and it satisfies the simplifying conditions \( B(k) \) and \( C(k) \) for \( k \leq 2 \), but not for \( k = 3 \). It thus is a collocation method and integrates eq. (2.15) exactly for \( f \in \text{span}\{1, t\} \). As we have seen earlier, it is also exact on autonomous eqs. (2.3) if \( f \) satisfies eq. (2.6), which implies that \( u(t) \in \text{span}\{1, t, t^2\} \).

The implicit midpoint rule can also be written as a Runge-Kutta method,

\[ Y_1 = U_n + \tau (f(t_n + \tau/2, Y_1))/2, \]
\[ U_{n+1} = U_n + \tau (f(t_n + \tau/2, Y_1)). \]

It is a second-order 1-stage method satisfying \( B(2) \) and \( C(1) \). It thus is a collocation method and integrates eq. (2.15) exactly for \( f \in \text{span}\{1, t\} \). As we have seen earlier, it is also exact on autonomous eqs. (2.3) if \( f \) satisfies eq. (2.8).

The question thus arises if every RK method is exact on some nontrivial differential equation. As the following example shows, the answer is no. Consider the \( \mu \)-dependent family of second-order 2-stage schemes for autonomous \( f \),

\[ Y_1 = U_n, \]
\[ Y_2 = U_n + \tau (\mu f(Y_1) + (1 - \mu) f(Y_2)), \]
\[ U_{n+1} = U_n + \tau (f(Y_1) + f(Y_2))/2. \]

For \( \mu = 1/2 \) this is the trapezoidal rule. For the counterexample we choose \( \mu = 2/3 \). For \( \mu = 2/3 \) we obtain \( B_0 = B_1 = 0 \) and

\[ B_2(f) = \left( \frac{1}{2} \cdot 0 \cdot 1 + \frac{1}{2} \cdot \frac{1}{3} \cdot 1 - \frac{1}{6} \right) ff'' + \left( \frac{1}{2} \cdot \frac{1}{2} \cdot 1 - \frac{1}{6} \right) f^2 f'' = \frac{1}{12} f^2 f''. \]

Hence the scheme is second order in general. \( B_2(f) \) vanishes if either \( f = 0 \) or \( f'' = 0 \). This means \( f(u) = a_1 u + a_2 \) for arbitrary constants \( a_1 \) and \( a_2 \). Thus for the differential equation

\[ \dot{u} = a_1 u + a_2 \]

the scheme is at least third order. With \( f'' = 0 \) we find

\[ B_3(f) = \frac{1}{72} f f'^3 + \frac{1}{24} f''' f^3 + \frac{1}{12} f^2 f' f'' = \frac{1}{72} f f'^3. \]

Hence \( B_3 \) does not vanish when \( B_2 \) does. Thus the 2nd order scheme (2.18) with \( \mu = 2/3 \) is only third order for eq. (2.19) and not an exact scheme.

Thus some RK schemes are exact for larger classes of autonomous differential equations, others only for the trivial case where \( f \) is constant. The vanishing of the first non-zero term in the error expansion by particular choice of the r.h.s. function \( f \) does not guarantee exactness as one might have hoped for from the analysis of the classical schemes at the beginning of this section.

We now turn to different approaches which do allow to find exact schemes for equation (2.19) and for linear systems of type (2.19). It turns out, however, that the coefficients of the schemes must be allowed to depend on the step-size. Examples are given in eqs. (2.26) and (3.2).
2.3. Functional fitting: variable-coefficient RK schemes. In recent years much research has been performed for finding efficient numerical methods for system (2.1) with oscillatory solutions. If a good estimate of the frequency is known in advance, exact integration of the linear part of system (2.1) leads to very useful integration methods which are called `exponentially-fitted' integration methods. For a list of references we refer to [17] and [18] and the references therein. Here we take a closer look at two different methods in this family: the application of the Principle of Coherence by Denk [1, 2] and the `functional-fitting RK methods’ as introduced by Ozawa [17].

2.3.1. Invariant spaces. Functional fitting methods approach exactness from the solution side. They do not look at the r.h.s. function \( f \) to find conditions under which a given scheme becomes exact, but they construct schemes which allow given functions \( u(t) \) to be represented exactly. To formulate the following existence theorem without inconvenient re-

**Lemma 2.3.** Let \( \{c_i\}_{i=1}^s \in \mathbb{R} \) be given, \( c_i \neq c_j \) for \( i \neq j \). Let \( \{v_m(t)\}_{m=1}^s \in C^s[0,T] \) be linearly independent functions, sufficiently smooth such that each of them satisfies

\[
\hat{v}_m(t + c_i \tau) = \sum_{j=1}^{s} \frac{(c_i \tau)^{j-1}}{(j-1)!} v_m^{(j)}(t) + O(\tau^s),
\]

and suppose that they solve in \([0,T]\) a homogeneous linear differential equation

\[
\sum_{m=0}^{s} p_m(t) v^{(m)}(t) = 0 \quad \text{with} \quad p_0(t) \equiv 1, \quad p_0(t) \neq 0,
\]

with continuous coefficients \( p_m \in C[0,T] \). Then the linear system

\[
\begin{align*}
v_m(t + c_i \tau) &= v_m(t) + \tau \sum_{j=1}^{s} a_{ij}(t, \tau) \hat{v}_m(t + c_j \tau), \\
v_m(t + \tau) &= v_m(t) + \tau \sum_{i=1}^{s} b_i(t, \tau) \hat{v}_m(t + c_i \tau)
\end{align*}
\]

is uniquely solvable for \( a_{ij}(t, \tau) \) and \( b_i(t, \tau) \), with \( t \in [0,T] \) and \( 0 < \tau < \tau_0 \) for \( \tau_0 \) small enough.

Note that the assumptions on the functions \( v_m(t) \) exclude the constant \( u(t) \equiv \text{const} \) from the set \( \{v_m\}_{m=1}^s \). Nevertheless, the constant function will be contained in any linear space spanned by functions satisfying system (2.22): it satisfies system (2.22) for any set of coefficients \( a_{ij}(t, \tau) \) and \( b_i(t, \tau) \) and thus for any set of functions \( v_1(t), \ldots, v_s(t) \).

The idea of the proof given by Ozawa is the following: For fixed \( t \) and \( \tau \), system (2.22) is a collection of \( s + 1 \) linear systems of order \( s \) with matrix

\[
(\hat{v}_m(t + c_j \tau))_{m,j=1,\ldots,s} =: \hat{U}(t, \tau),
\]

inhomogeneities

\[
\left( \frac{v_m(t + c_i \tau) - v_m(t)}{\tau} \right)_m, \quad \text{and} \quad \left( \frac{v_m(t + \tau) - v_m(t)}{\tau} \right)_m,
\]

and \( s^2 + s \) unknowns \( a_{ij}(t, \tau), b_i(t, \tau) \). These systems are uniquely solvable if the matrix \( \hat{U}(t, \tau) \) is nonsingular. To prove that \( \hat{U}(t, \tau) \) is nonsingular for all \( t \in [0,T] \) and small enough
2.3. Functionals and afterwards we replace the functions and the constants in the error expansion will be small as long as the scheme is in a small neighborhood of an exact scheme. This follows from the second statement of these statements uses results on RK collocation methods with constant coefficients and can be found in Ozawa [17]. It is shown there that the first terms of the power expansions of \( a_{ij}(t, \tau) \) and \( b_i(t, \tau) \) with respect to \( \tau \) satisfy the simplifying conditions \( B(s) \) and \( C(s) \) and depend only on \( \{c_i\}_{i=1}^n \), but not on the generating functions \( \{v_m\}_{m=1}^n \). They thus agree with the coefficients of the corresponding collocation scheme. If the abscissae \( c_i \), \( i = 1, \ldots, s \), are taken to satisfy

\[
\int_0^1 t^{q-1} \prod_{i=1}^s (t - c_i) \, dt = 0, \quad q = 1, \ldots, \nu, \quad 1 \leq \nu \leq s,
\]

then the order of accuracy is \( s + \nu \). The maximum attainable order is \( 2s \).

The proof of these statements uses results on RK collocation methods with constant coefficients and can be found in Ozawa [17]. It is shown there that the first terms of the power expansions of \( a_{ij}(t, \tau) \) and \( b_i(t, \tau) \) with respect to \( \tau \) satisfy the simplifying conditions \( B(s) \) and \( C(s) \) and depend only on \( \{c_i\}_{i=1}^n \), but not on the generating functions \( \{v_m\}_{m=1}^n \). They thus agree with the coefficients of the corresponding collocation scheme. If the abscissae \( c_i \) satisfy the additional condition (2.24), both the RK collocation scheme and the scheme obtained according to (2.22) have order \( p = s + \nu \leq 2s \).

The s-stage RK scheme obtained with the linearly independent functions \( \{v_m\}_{m=1}^n \) is exact on the solution \( u(t) \) whenever \( u(t) \in U = \text{span}\{v_1, \ldots, v_n\} \). If all solutions of (2.1) happen to belong to \( U \) in the full time interval \([0, T]\), the scheme is exact on (2.1), no matter how nonlinear \( f \) is, because we can first construct the linear combination of the basis functions and afterwards we replace \( \tilde{u} \) by \( f(t, u) \). It is thus of interest to use functional fitting RK-schemes whenever there is some knowledge about the solution in advance. If the scheme is not exact, the remaining part of the solution is captured by the order of the RK-scheme; and the constants in the error expansion will be small as long as the scheme is in a small neighborhood of an exact scheme.

Given an s-stage RK scheme which is exact on \( U = \text{span}\{1, v_1, \ldots, v_n\} \), it is a member of a family of nonconfluent schemes which depend on \( s \) parameters \( c_1, \ldots, c_s \). All these schemes are exact on the same function space \( U \). Though all these schemes are equivalent when the scheme is used as an exact scheme, they differ in their numerical performance when the scheme is used on a problem where it is not exact. This follows from the second statement in Lemma 2.4.

2.3.2. Examples for schemes obtained with Lemma 2.3. When we apply Lemma 2.3, the resulting scheme might have constant or variable coefficients, depending on the generating functions. This is illustrated by the following examples. RK schemes with variable coefficients are nonstandard. Time-dependent coefficients are very unusual and would be inconvenient in computations. In § 2.3.3 we will show how to avoid them. Coefficients depending on the step-size \( \tau \) are not quite that unusual: such coefficients are always obtained in the context of exponential fitting [18] and of evaluating the Principle of Coherence [2] and seem to be unavoidable in certain situations.
For constant-coefficient schemes for non-autonomous differential equations, it is a convention to satisfy eq. (2.11) when designing new schemes. Because condition (2.11) implies that \( t_n + c_i \tau = U_n + c_i \tau \) for \( u(t) = t \) [3, p. 56]. In the case of Lemma 2.3, condition (2.11) is satisfied if \( u(t) = t \) is one of the generating functions.

**Example 1** (constant coefficients): We chose \( s = 2 \), \( v_1(t) = t \), \( v_2(t) = t^2 \) and use \( c_1, c_2 \) as parameters. Solving system (2.22) we find the coefficients

\[
\begin{align*}
    a_{i1} &= \frac{c_i^2 - 2c_i c_2}{2(c_1 - c_2)}, \\
    a_{i2} &= c_i - a_{i1}, \\
    b_1 &= \frac{2(c_1 - c_2)}{2(c_1 - c_2)}, \\
    b_2 &= 1 - b_1.
\end{align*}
\]

(2.25)

For varying \( c_1, c_2 \) with \( c_1 \neq c_2 \) this is a 2–parameter family of RK schemes. For \( c_1 = 0 \), \( c_2 = 1 \) we obtain the coefficients of the trapezoidal rule, as expected. We obtain the trapezoidal rule also for \( c_1 = 1, c_2 = 0 \). Though all these schemes are equivalent when exact, they differ in their order and numerical performance when not exact.

These schemes are equivalent to the collocation schemes obtained for \( \{c_1, c_2\} \) via eq. (2.17). This was to be expected because of the remark on \( a_{ij}^{(0)}, b_i^{(0)} \). Moreover, if \( p(t) \) is the collocation polynomial introduced earlier, we find \( p(t) \in \text{span}\{1, t, t^2\} \). We see that the coefficients are undefined in the degenerate case \( c_1 = c_2 \), i.e. when the collocation approach of § 2.2.2 is not applicable.

**Example 2** (\( \tau \)-dependent coefficients): With \( s = 2 \), \( c_1 = 0 \), \( c_2 = 1 \) and \( v_1(t) = t \), \( v_2(t) = \exp \lambda t, 1/\lambda \not\in [0, T] \), we obtain the coefficients

\[
\begin{align*}
    a_{11} &= 0, \\
    a_{21}(\tau) &= \frac{1 - (1 - \lambda \tau) \exp \lambda \tau}{\tau \lambda (\exp \lambda \tau - 1)}, \\
    a_{22}(\tau) &= \frac{-1 - \lambda \tau + \exp \lambda \tau}{\tau \lambda (\exp \lambda \tau - 1)}, \\
    b_1(\tau) &= \frac{1 - (1 - \lambda \tau) \exp \lambda \tau}{\tau \lambda (\exp \lambda \tau - 1)}, \\
    b_2(\tau) &= \frac{-1 - \lambda \tau + \exp \lambda \tau}{\tau \lambda (\exp \lambda \tau - 1)}.
\end{align*}
\]

(2.26)

These coefficients have an apparent singularity in the limit \( \tau \to 0 \). The limiting values of \( a_{21}(\tau), a_{22}(\tau), b_1(\tau) \) and \( b_2(\tau) \) computed by L’Hopital’s rule all are equal to \( 1/2 \). This was to be expected because the scheme becomes the related collocation scheme for \( \tau \to 0 \). Ozawa thus recommends to use \( \tau \)-expanded coefficients in practical computations.

**Example 3** (\( t \) and \( \tau \) dependent coefficients): With \( s = 2 \), parameters \( c_1 \neq c_2 \) and \( v_1(t) = t \), \( v_2(t) = (t + 1)^{-1} \), we obtain with \( d(c) := (t + 1 + c \tau)^{-1} \), \( d(c)^2 = d(c) \cdot d(c) \),

\[
\begin{align*}
    a_{i1}(t, \tau) &= \frac{d(c_i) - d(0) + \tau c_i d(c_2)^2}{(d(c_2)^2 - d(c_1)^2) \tau}, \\
    a_{i2} &= c_i - a_{i1}, \\
    b_1(t, \tau) &= \frac{d(1) - d(0) + \tau d(c_2)^2}{(d(c_2)^2 - d(c_1)^2) \tau}, \\
    b_2 &= 1 - b_1.
\end{align*}
\]

(2.27)

This example shows that quite simple functions \( \{v_{in}\} \) can lead to complicated coefficients which depend on \( t \) and \( \tau \).

### 2.3.3. Conditions for obtaining constant coefficients.

We now ask for general conditions such that the coefficients are constant, i.e. independent of time \( t \) and/or step-size \( \tau \).

**Theorem 2.5.** Let the assumptions of Lemma 2.3 be satisfied. Then the coefficients computed according to Lemma 2.3 are independent of \( t \) iff the linear space

\[
\tilde{U} := \text{span}\{1, v_1(t), \ldots, v_s(t)\}
\]
is closed with respect to differentiation.

Proof. 1. necessary: Time-independent coefficients satisfy

\[ \dot{a}_{ij}(t, \tau) := \frac{\partial}{\partial \tau} a_{ij}(t, \tau) = 0, \quad \dot{b}_i(t, \tau) := \frac{\partial}{\partial t} b_i(t, \tau) = 0 \]

for all \( t \). Computing the time derivative of every equation of system (2.22) and using relations (2.28) we obtain

\[ \begin{align*}
\dot{v}_m(t + c_i \tau) &= \dot{v}_m(t) + \tau \sum_{j=1}^n a_{ij}(t, \tau) \dot{v}_m(t + c_j \tau), \\
\ddot{v}_m(t + \tau) &= \ddot{v}_m(t) + \tau \sum_{i=1}^n b_i(t, \tau) \dot{v}_m(t + c_i \tau).
\end{align*} \]

Formally, this is the same as system (2.22), with \( v_m(t) \) replaced by \( \dot{v}_m(t) \). Time-independent coefficients have to satisfy both this system and system (2.22). Since system (2.22) already determines the coefficients uniquely, this is possible only if system (2.29) does not add new conditions but consists of linear combinations of equations contained in system (2.22), possibly adding the trivial equation for the constant. This means that \( \text{span} \{ \dot{v}_1, \ldots, \dot{v}_s \} \) is a subset of \( \text{span} \{ v_1, \ldots, v_s \} \). Thus the linear space \( \tilde{U} \) is closed with respect to differentiation.

2. sufficient: If the linear space \( \tilde{U} \) is closed with respect to differentiation, there are coefficients \( \alpha_{nm} \) such that \( \dot{v}_m(t) = \sum_{\nu=0}^s \alpha_{nm} v_{\nu}(t), \ m = 1, \ldots, s, \ v_0(t) = 1 \). Inserting this into the time derivative of every equation of system (2.22) and using the fact that the functions \( v_{\nu} \) solve system (2.22), we obtain

\[ \begin{align*}
\sum_{j=1}^n \dot{a}_{ij}(t, \tau) \sum_{\nu=0}^s \alpha_{nm} v_{\nu}(t + c_j \tau) &= 0 = \sum_{j=1}^n \dot{a}_{ij}(t, \tau) \dot{v}_m(t + c_j \tau), \\
\sum_{i=1}^n \dot{b}_i(t, \tau) \sum_{\nu=0}^s \alpha_{nm} v_{\nu}(t + c_i \tau) &= 0 = \sum_{i=1}^n \dot{b}_i(t, \tau) \dot{v}_m(t + c_i \tau).
\end{align*} \]

This is equivalent to the \( s + 1 \) linear systems

\[ \tilde{U}(t, \tau) \left( \begin{array}{c} \dot{a}_{i1} \\ \vdots \\ \dot{a}_{in} \end{array} \right) = 0, \quad i = 1, \ldots, s, \quad \tilde{U}(t, \tau) \left( \begin{array}{c} \dot{b}_1 \\ \vdots \\ \dot{b}_n \end{array} \right) = 0, \]

where \( \tilde{U}(t, \tau) \) is the Wronskian matrix of the generating functions introduced in eq. (2.23). Nonsingularity of this matrix was essential for the proof of Lemma 2.3. From this follows that \( \dot{a}_{ij}(t, \tau) \equiv 0, \ \dot{b}_i(t, \tau) \equiv 0, \ i, j = 1, \ldots, s \). \( \square \)

Examples: Each of the spaces \( \text{span} \{ e^{w t} \}, \text{span} \{ e^{-w t} \} \) and \( \text{span} \{ \sin w t, \cos w t \} \) is closed with respect to differentiation. The linear spaces \( \text{span} \{ t^s, t^{s-1}, \ldots, t, 1 \}, \ s \in \mathbb{N} \), and \( \text{span} \{ 1, t, e^{w t} \} \) are also closed with respect to differentiation. This agrees with the time-independence of the coefficients given in (2.25) and (2.26).

There is no finite-dimensional linear space containing \( \text{span} \{ (t + e)^{-1} \}, \ e \in \mathbb{R}, \) and closed with respect to differentiation. This is in agreement with the time-dependence of coefficients (2.27).

There is no finite-dimensional linear space containing \( \text{span} \{ (1 + t)^{1/2} \} \) and closed with respect to differentiation. We thus get (quite complicated) coefficients which depend both on \( t \) and \( \tau \). As we have seen earlier, however, there is a 1-stage constant-coefficient RK scheme exact on \( u(t) = (t + 1)^{1/2} \), when applied to differential equation (2.3) with (2.8); the implicit midpoint rule (put \( a_0 = 1, \ a_1 = -2, \ a_3 = 0 \) in eq. (2.9)). This example confirms that the properties of the nonlinearities \( f \) play an important role for the results of § 2.1. \( \diamond \)
If we proceed analogously for finding general conditions on generating functions that allow \( \tau \)-independent coefficients, we find that the generating functions have to satisfy both system (2.22) and

\[
\begin{align*}
\hat{v}_m(t + \tau) &= \sum_{j=1}^{\kappa} a_{ij}(t, \tau) \hat{v}_m(t + \kappa \tau) + \tau \sum_{j=1}^{\kappa} a_{ij}(t, \tau) \hat{v}_m(t + c_j \tau) c_j, \\
\hat{v}_m(t + \tau) &= \sum_{i=1}^{\kappa} \hat{b}_i(t, \tau) \hat{v}_m(t + c_i \tau) + \tau \sum_{i=1}^{\kappa} \hat{b}_i(t, \tau) \hat{v}_m(t + c_i \tau) c_i.
\end{align*}
\]

From § 2.2.2 we know that the collocation schemes must satisfy these two systems. When we check how they do so, we find that the equations for \( m \) in system (2.30), \( m = 1, \ldots, s \), are equivalent to the \( m \)th level of the simplifying conditions \( B(s) \) and \( C(s) \) introduced in eqs. (2.14) and (2.16).

2.4. The Principle of Coherence. Exact schemes for linear differential equations with constant coefficients and for systems of such equations were derived by many authors, sometimes by using the known continuous solution. A straightforward procedure for deriving equations to be satisfied by the coefficients of exact schemes is the Principle of Coherence introduced by Hersch in 1958.

The basic idea of the Principle of Coherence was formulated by Hersch [5] as _Successive approximations should not contradict each other_. We explain this by the following example: consider

\[
\ddot{z}(t) + \lambda^2 z(t) = 0, \quad \lambda > 0.
\]

Using central finite differences at \( t \) with step-size \( \tau \) we obtain

\[
\begin{align*}
z(t - 2\tau) - (2 - \lambda^2 \tau^2) z(t) + z(t + \tau) &= 0.
\end{align*}
\]

We write instead

\[
\begin{align*}
z(t - \tau) - A(\tau) z(t) + z(t + \tau) &= 0,
\end{align*}
\]

where the coefficient \( A(\tau) \) is to be determined. With step-size \( 2\tau \) we obtain similarly

\[
\begin{align*}
z(t - 2\tau) - A(2\tau) z(t) + z(t + 2\tau) &= 0.
\end{align*}
\]

By linear combination of three difference equations of type (2.33) centered at \( t - \tau \), \( t \) and \( t + \tau \) we obtain on the other hand

\[
\begin{align*}
z(t - 2\tau) - (A(\tau)^2 - 2) z(t) + z(t + 2\tau) &= 0.
\end{align*}
\]

For a coherent numerical approximation of eq. (2.31), eqs. (2.34) and (2.35) should coincide. This means \( A(2\tau) = A(\tau)^2 - 2 \). This is satisfied for \( A(\tau) = 2 \cos \kappa \tau, \kappa \in \mathbb{R} \). Moreover, the resulting difference scheme has to be consistent with eq. (2.31), i.e. the first-order truncation error has to vanish for \( \tau \to 0 \). Thus we obtain \( \kappa = \lambda \). The coherent scheme therefore is

\[
\begin{align*}
z(t - \tau) - 2 \cos(\lambda \tau) z(t) + z(t + \tau) &= 0.
\end{align*}
\]

Comparison shows that scheme (2.36) is exact on eq. (2.31), while the second-order central difference formula (2.32) uses the first two terms of the Taylor expansion of \( A(\tau) \). We required coherence using three grid points, and we obtained exactness. For equations of higher order or larger systems, the derivation of exact schemes by the Principle of Coherence can become quite involved. Denk employed the calculus of distributions and obtained schemes that are very useful in applications [1].
3. Applications. We conclude by showing that exact schemes are of practical relevance in scientific computing. We give two examples where exact schemes for simpler equations led to efficient schemes for more complicated equations.

3.1. Denk-Bulirsch schemes. Denk used the Principle of Coherence explained in § 2.4 for designing a numerical integration method which is capable of simulating highly oscillatory circuits efficiently and reliably. He treated first order systems

\[ \dot{u} + Au = f(t, u), \]

where the matrix \( A \) represents the linear elements of the circuit and \( f(t, u) \) assembles the nonlinear terms. Applying the Principle of Coherence with the step-sizes \( \tau \) and \( 2\tau \) to \( \dot{z} + Az = 0 \) leads to

\[ Z(t_1) = \Phi(\tau)Z(t_0 + \tau) = \Phi(\tau)^2Z(t_0), \]

and thus to \( \Phi(\tau) = \exp(-A\tau) \), as expected. For approximation of eq. (3.1), Denk combined this with a multistep approach (explicit or implicit). Explicit:

\[
U(t + m\tau) - \exp(-A\tau)U(t + (m - 1)\tau) = \tau \sum_{i=0}^{m} \beta_i(\tau)f(t + (m - 1)\tau, U(t + (m - 1)\tau)),
\]

where \( \beta_i(\tau) \) are matrix coefficients of the multistep scheme. In the case \( m = 1 \) this leads to

\[
\begin{align*}
\beta_1(\tau) &= - (I - (I - \exp(-A\tau))(A\tau)^{-1})(A\tau)^{-1}, \\
\beta_0(\tau) &= (I - \exp(-A\tau))(A\tau)^{-1} - \beta_1.
\end{align*}
\]

Note that the coefficients \( \beta_i(\tau) \) have an apparent singularity for \( \tau \to 0 \), similar to the coefficients given in (2.26). This seems to be unavoidable.

The resulting scheme is consistent of order \( m \), \( A(0) \)-stable and convergent. It is \( A \)-stable without order restrictions. This is no contradiction to Dahlquist’s order barriers because those barriers were shown to hold for constant-coefficient schemes. Tests with a system of five equations in a time interval corresponding to about 250 000 oscillations showed that the scheme is more efficient and more reliable than the standard code LSODE for this type of problems [2]. The code HERSCH developed using these ideas for equations more general than eq. (3.1) was tested in numerical experiments on equations modeling electric circuits. It proved to be more efficient than the codes LSODE, DOPRI5 and RADAU5 on highly oscillatory problems [1].

3.2. LeRoux schemes. Consider the parabolic problem

\[
\begin{align*}
\psi_t - \Delta \psi &= \alpha \psi^m & \text{for } x \in \Omega \subset \mathbb{R}^d, \ t > 0, \\
\psi(x, t) &= 0 & \text{for } x \in \partial\Omega, \ t > 0, \\
\psi(x, 0) &= \psi_0(x) & \text{for } x \in \Omega,
\end{align*}
\]

where \( \Omega \) is a smooth bounded domain, \( \alpha \geq 0 \) real and \( m > 1 \) an integer. Let \( (\lambda_1, u_1) \) be the principal eigenpair of

\[ -\Delta u = \lambda u, \quad u|_{\partial\Omega} = 0, \]
satisfying \( u_1(x) > 0 \) in \( \Omega \) and \( \|u_1\|_{L^1(\Omega)} = 1 \). Let \( v_1 \) be a real smooth function satisfying \( v_1^n(x) = u_1(x) \) in \( \Omega \). Then \( \theta v_1, \theta > 0 \), is a steady-state solution of (3.3) for \( \alpha = \lambda_1 \). A steady-state solution for all \( \alpha \) is \( v(x, t) \equiv 0 \). The time-dependent solutions of (3.3) for given initial function \( v_0(x) > 0 \) were investigated by Sacks and others, and the results are [10]:

(i) If \( 0 \leq \alpha < \lambda_1 \) and \( v_0 \in L^q(\Omega) \), \( q > 1 \), problem (3.3) has a solution existing for all times and decaying to zero for \( t \to \infty \).

(ii) If \( \alpha = \lambda_1 \) and \( v_0 \in L^q(\Omega) \), \( q > 1 \), problem (3.3) has a solution for all times and tending to \( \theta v_1 = \theta u_1^{1/m} \) for \( t \to \infty \). The factor \( \theta \) depends on the initial function \( v_0 \).

(iii) If \( \alpha > \lambda_1 \) there exists \( T > 0 \) such that problem (3.3) has for given \( v_0 \) a unique weak solution \( v \) on \([0, T] \) with \( \lim_{t \to T} \|v(\cdot, t)\|_{L^q(\Omega)} = +\infty \). Such solutions are called blow-up solutions. The only nonnegative solution of problem (3.3) which exists for all times is \( v(x, t) \equiv 0 \).

To construct a numerical scheme whose solution has similar properties as the solution of the continuous problem, Le Roux [10] used the exact scheme (1.3) for

\[
\frac{dw^m}{dt} = \beta(w^m)^2, \quad w(0) = w_0 > 0, \beta \in \mathbb{R},
\]

to derive the approximate semi-discrete scheme

\[
\frac{1}{m - 1} \left( V_n^{1-m} V_n - V_{n+1}^m \right) - \tau \Delta V_n^m = \alpha \tau V_n^m
\]

for eq. (3.3). Here \( \tau \) is the time step and \( V_n = V(x, n\tau) \) approximates \( v(x, t) \) at \( t = n\tau \). Note that solving eq. (3.4) for \( V_{n+1} \) with given \( V_n \) means solving a quasilinear elliptic boundary value problem with \( V_{n+1}|_{\partial \Omega} = 0 \), and this has to be done at each time step. With

\[
p := \frac{1}{m}, \quad q := 1 - p, \quad U_n := V_n^m
\]

and \( U_n \in \mathcal{B} := H^1_0(\Omega) \cap C^2(\bar{\Omega}) \) where all elements satisfy the given boundary condition, (3.4) becomes

\[
\tau \Delta U_n + \frac{p}{q} \left( U_{n+1}^{1-q} - U_n^q \right) = \alpha \tau U_{n+1}
\]

\[
=: f(U_{n+1}; U_n),
\]

which is a standard quasilinear elliptic problem for \( U_{n+1} \). Le Roux [10] proved existence and uniqueness of the solution of scheme (3.5) for

\[
t_n = n\tau < T_i := \frac{p}{\alpha q} \frac{\|U_0\|_{-q}}{\|U_0\|_{\infty}^{q}} = \frac{1}{\alpha (m - 1)} \|v_0^m\|_{\infty}^{(1-m)/m},
\]

and formulated conditions on \( Y_0 \) under which the iterative scheme

\[
\Delta Y_{j+1} = \frac{1}{\tau} f(Y_j; U_n), \quad Y_0 \text{ given},
\]

converges for \( j \to \infty \) (monotonic) to \( U_{n+1} \). She proved stability and convergence of the time discretization for a wide class of initial conditions, gave for fixed \( \tau = \Delta t \) the estimates

\[
\|U_n\|_{\infty} \leq \begin{cases} c \tau_n^{-1/q} & \text{if } \alpha < \lambda_1 \\ c(t_n^{-1/q} + \|U_0\|_{p+1}) & \text{if } \alpha = \lambda_1 \end{cases}
\]

where \( c \) is a constant, \( c = c(\Omega, p, \alpha, U_0) \), and showed:
(i) If $\alpha \leq \lambda_1$, then there exists a constant $\Delta t_0 > 0$ depending only on $\Omega, \rho, \alpha, U_0$ such that the numerical solution $U_n$ exists for all $n \to \infty$ for every time step $\Delta t < \Delta t_0$. From the estimate (3.6) it then follows that $\|U_n\| \to 0$ if $\alpha < \lambda_1$, as desired. We also see that the norm of the initial function $U_0$ specifies the numerical value of $\theta$ in the case $\alpha = \lambda_1$.

(ii) If $\alpha > \lambda_1$ then there exists $T^*$ depending on the time step $\Delta t$ and on $U_0$ such that the numerical solution $U_n$ exists for $n\Delta t < T^*$ and becomes infinite at $T^*$. The following estimate is valid:

$$
\|U_n\|_{p+1} \leq \left( \frac{T^*}{T^* - t_n} \right)^{1/q} \|U_0\|_{p+1},
$$

and this estimate has also been obtained for the exact solution.

Thus we see that, for sufficiently small $\Delta t < \Delta t_0$, scheme (3.5) produces qualitatively correct numerical solutions which satisfy the estimates known for the exact solutions.

In further work this scheme and its mathematical analysis were extended to the more general case

$$
v_t - \Delta v^{1+\delta} = \alpha v^p \quad \text{for} \quad x \in \Omega \subset \mathbb{R}^d, \ t > 0, \nonumber
$$

$$
v(x, t) = 0 \quad \text{for} \quad x \in \partial \Omega, \ t > 0, \nonumber
$$

$$
v(x, 0) = v_0(x) > 0 \quad \text{for} \quad x \in \Omega, \nonumber
$$

where $\Omega \subset \mathbb{R}^d$ is a smooth bounded domain, $\delta$ is a parameter describing diffusion, $\delta \in (-1, 0)$ for fast diffusion and $\delta > 0$ for slow diffusion, $\alpha \geq 0$ real and $p \geq 1 + \delta$. This mathematical work is reviewed in [9].

The usefulness of scheme (3.5) for Computational Plasma Physics is reported. In investigations of fusion plasmas, diffusion equations with slow diffusion (e.g. $\delta = 2$) are used for the density of particles, and equations with fast diffusion (e.g. $\delta = -1/2$) for their temperature. In reference [11] a coupled system for density and temperature of ions is solved for various parameter values, while in reference [12] the two equations are solved separately for various cases (decay of the solution, evolution to a constant profile, blow-up case).
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