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ON WORST-CASE GMRES, IDEAL GMRES, AND THE POLYNOMIAL
NUMERICAL HULL OF A JORDAN BLOCK
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�
Abstract. When solving a linear algebraic system �����
	 with GMRES, the relative residual norm at each

step is bounded from above by the so-called ideal GMRES approximation. This worst-case bound is sharp (i.e. it
is attainable by the relative GMRES residual norm) in case of a normal matrix � , but it need not characterize the
worst-case GMRES behavior if � is nonnormal. Characterizing the tightness of this bound for nonnormal matrices �
represents an important and largely open problem in the convergence analysis of Krylov subspace methods. In this
paper we address this problem in case � is a single Jordan block. We study the relation between ideal and worst-case
GMRES as well as the problem of estimating the ideal GMRES approximation. Furthermore, we prove new results
about the radii of the polynomial numerical hulls of Jordan blocks. Using these, we discuss the closeness of the
lower bound on the ideal GMRES approximation that is derived from the radius of the polynomial numerical hull.
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1. Introduction. Let a nonsingular matrix
�
���������

and a vector � �����
be given.

Suppose that we apply the GMRES method [14] with initial guess ������� (chosen here for
convenience and without loss of generality) to the linear system

� ����� . Then this method
computes a sequence of iterates � �"!#��$%!'&(&'& , so that the ) th residual *,+.-/�10 � �2+ satisfies3 *,+ 3 �547698:";=<"> 3@?BA �DC � 3 &(1.1)

Here E2+ denotes the set of (complex) polynomials of degree at most ) and with value one at
the origin, and

3GF�3
denotes the Euclidean norm. The residual * + is uniquely determined by

the minimization condition (1.1) and satisfies the equivalent orthogonality condition*H+ � ��I �KJ + A � !L� C ! *H+.M �NJ + A � !O� C &(1.2)

Here
J + A � !L� C -QP#RTS%8 U,�,! � �,!'&(&(& � +HVW� �HX is the ) th Krylov subspace generated by

�
and � ,

and M means orthogonality with respect to the Euclidean inner product. Without loss of
generality we will consider that � is a unit norm vector, i.e.

3 � 3 �ZY .
A common approach for investigating the GMRES convergence behavior is to bound

(1.1) independently of � , and thus to study the algorithm’s worst-case behavior. In particular,
for each iteration step ) one may analyze the worst-case GMRES approximation[ + A �DC - 4\S"]^`_"^`a � 476b8:,;=< > 3c?dA �eC@f 3 &(1.3)

The quantity
[ + A �DC is attainable by the GMRES residual norm in the following sense: For a

given matrix
�

and every GMRES step ) , there exists a unit norm initial vector � , for which
the resulting ) th GMRES residual norm is equal to

[ + A �DC . It should be noted, however, that�
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for a given nonnormal matrix
�

and integer ) the quantity
[ + A �eC typically is very hard to

compute. In fact, we are unaware of any efficient algorithm for performing this computation.
Using the submultiplicativity of the Euclidean norm (or by changing the order of maxi-

mization and minimization in (1.3)), we can easily find the following upper bound on (1.3),[ + A �DC
g 47698:";=< > 3@?BA �DC 3 -ih + A �DC &(1.4)

The quantity h + A �DC , called the ) th ideal GMRES approximation, has been introduced by
Greenbaum and Trefethen [7]. They argue that it is important to investigate this quantity to
improve the understanding of GMRES (and matrix iterations in general) particularly in the
nonnormal case, since the ideal GMRES approximation “disentangles the matrix essence of
the [GMRES] process from the distracting effects of the initial vector”, see [7, p. 362].

Before continuing this line of thought we have to stress a subtle point: In case
�Q�kj ���l�

it is customary (and we will follow this custom) to assume that � �mj��
, and to consider the

approximation problem (1.3) only for
fn�kjo�

. In this (real) case, the values
[ + A �eC and ho+ A �DC

are both attained by real polynomials
? � EW+ . For the worst-case GMRES approximation[ + A �eC this fact is obvious, while for the ideal GMRES approximation h1+ A �DC this has been

shown in [10, Theorem 3.1].
After the 1994 paper [7], several studies have been devoted to the problem of charac-

terizing the relation between
[ + A �DC and ho+ A �DC , and in particular the tightness of the in-

equality (1.4). The best known result is that (1.4) is an equality, i.e.
[ + A �DC �pho+ A �eC for

all )rqs� , whenever
�

is normal [6, 11]. In addition, (1.4) is an equality for arbitrary
�

and)\�QY [6, 11], for triangular Toeplitz matrices when the right hand side of (1.4) equals one [3],
and also when the matrix

? t >#uv A �eC
that solves the ideal GMRES approximation problem (1.4)

has a simple maximal singular value [6, Lemma 2.4]. On the other hand, some examples
of nonnormal matrices have been constructed, for which (1.4) is a sharp inequality [3, 17].
Despite the existence of these counterexamples, it is still an open question whether (1.4) is an
equality (or at least tight inequality) for larger classes of nonnormal matrices.

Another open problem in the context of (1.4) is how to determine or estimate the value
of the ideal GMRES approximation h1+ A �eC in general. A possible approach that is still under
development is to associate the matrix

�
with some set in the complex plane and to relate

the norm of the matrix polynomial to the maximum norm of the polynomial on this set. An
appropriate set, designed to give useful information about the norm of functions of a matrix

�
,

is the polynomial numerical hull of degree ) ,w + A �DC -xUHy �k�{z 3@?BA �eC 3 q}| ?dA y C | for all
? ��~ +�X�!(1.5)

introduced by Nevanlinna [13, p. 41]. Here
~ + denotes the set of (complex) polynomials of

degree at most ) . Based on the definition (1.5) it is not hard to see that these sets provide a
lower bound on the ideal GMRES approximation [4],476b8:,;=< > 4\S"]�';%��>,�9�W� | ?BA y C | g ho+ A �DC &(1.6)

Moreover,
w + A �eC allows us to identify when ideal GMRES fails to converge [3, 4],ho+ A �DC ��Y �7� � � w + A �eC &(1.7)

While polynomial numerical hulls appear to be a valuable tool, their determination or com-
putation represents a difficult open problem even for simple classes of nonnormal matrices.

In summary, the investigation of worst-case and ideal GMRES as well as the polynomial
numerical hulls for nonnormal matrices is at its very beginning. We believe that in this situ-
ation it is helpful to study relatively simple nonnormal matrices, for which explicit solutions



ETNA
Kent State University 
etna@mcs.kent.edu

WORST-CASE AND IDEAL GMRES FOR A JORDAN BLOCK 455

of some of the open problems can be derived. Continuing the work started in [2] and [5], we
here consider

�
being an ����� Jordan block ��� with eigenvalue � �r� .

When experimenting with the MATLAB software SDPT3 [18] and some Jordan blocks � �
of small size ( ���}�%� , say), we observed numerically that

[ + A � � C �{ho+ A � � C for � g ) g � .
This led us to conjecture that[ + A ��� C ��h + A ��� C for all � !#� and � g ) g � .

At first sight, proving this conjecture looks not too difficult; after all, one just has to deal
with a single Jordan block. However, it turns out that the approximation problems behind the
quantities

[ + A �DC and ho+ A �eC as well as the exact determination of
w + A �DC are highly nontriv-

ial even in case
� �Q� � . When trying to prove our conjecture we found that numerous cases

need to be distinguished, and in the end we were unable to prove all of them. Nevertheless,
we believe that the work presented here has been worthwhile. In particular, it uncovered a
previously unknown structure behind the worst-case and ideal GMRES approximation prob-
lems in case

� ����� , it extended the recent results of [2, 5] on the polynomial numerical
hulls of Jordan blocks, and it led to new results about the bound (1.6).

Since the presentation below is rather technical, we give a detailed overview of the sec-
tions and the corresponding results in this paper:� In section 2 we summarize known results on worst-case and ideal GMRES as well

as the polynomial numerical hull.� In section 3 we show that
[ + A � � C �Zho+ A � � C for � g )��s�d�%� and whenever | �d| is

outside a small interval on the positive real line.� In section 4 we study the structure of the polynomials that solve the ideal GMRES
approximation problem, i.e. the polynomials for which the value h�+ A � � C is attained.
This allows us to show that h�+ A � � C � [ + A � � C for all � in case ) divides � . More-
over, we establish a relationship between the radii of polynomial numerical hulls
of � � .� In section 5 we analyze the quantities

[ � VW� A ��� C and h � V � A ��� C . This allows us to
show that h � V2+ A ��� C � [ � VW+ A ��� C whenever | �d|lq/Y and ) divides � .� Finally, in section 6 we apply results of the previous sections to analyze the close-
ness of the bound (1.6) on the ) th ideal GMRES approximation. We are unaware
that any theoretical results in this direction have been obtained previously.

2. Notation and theoretical background. The following result collects a number of
basic results concerning the quantities

[ + A �DC and ho+ A �DC . These results are either easy to
verify, or they have been published in [10, Theorem 3.1] or [3, Proposition 2.1].

LEMMA 2.1. Let
�����o�����

be a matrix with minimal polynomial degree � A �DC . Then
the following hold:

1.
[ + A �eC and h + A �DC are both nonincreasing in ) .

2.
[ � A �eC �/hd� A �eC �QY .

3. ��� [ + A �DC�g h + A �eC for Y g ) g � A �eC 0�Y .
4. If

�
is nonsingular, then

[ + A �DC �sh + A �eC �s� for all )�q�� A �eC .
5. If

�
is singular, then

[ + A �DC �/h + A �eC �ZY for all )�q
� .

The previous theorem shows that to investigate the relation between worst-case and ideal
GMRES, one only has to consider nonsingular matrices

�
and positive integers )���� A �eC . In

this case ho+ A �DCD� � , and the polynomial that solves the ideal GMRES approximation prob-
lem (1.4) is uniquely determined [7, Theorem 2]. This gives rise to the following definition.
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DEFINITION 2.2. For a nonsingular matrix
�Z�������l�

, and a positive integer )���� A �DC ,
the uniquely determined polynomial

? t >#uv � E + that satisfies3@? t > uv A �DC 3 �sho+ A �DC �¡476b8:";=< > 3c?dA �DC 3 !
is called the ) th ideal GMRES polynomial of

�
, and the matrix

?�t > uv A �eC
is called the ) th ideal

GMRES residual matrix of
�

.
The matrix

�
is called ideal of degree ) , when h1+ A �eC � [ + A �eC , and

�
is called ideal, whenho+ A �eC � [ + A �DC for )\�QY=!(&'&(&¢!O� A �DC 0
Y .

We point out that if
�

is ideal of some degree ) , then this does not necessarily imply
that

�
is ideal of any other degree. In fact, it would be interesting to characterize necessary

and sufficient conditions on
�

that allow one to conclude from idealness of some degree to
idealness of other degrees.

In general it is an open problem which properties of
�

are necessary and sufficient for
�

to be ideal. Below we summarize the most important results for our context. Proofs of all of
these statements can be found in [6, 11].

LEMMA 2.3. Any nonsingular matrix
�Z�r�������

is ideal of degree )\��Y . Moreover:
1. If

�
is normal, then

�
is ideal.

2. If
?Wt > uv A �eC

has a simple maximal singular value, then
�

is ideal of degree ) .
Let us discuss the condition in the second item. If

�
is a normal matrix with (distinct)

eigenvalues �W�"!'&(&(&(!O�¤£ �9�W� , then the ideal GMRES approximation problem is a (scalar) min-
max problem on the set of the eigenvalues,ho+ A �eC �¥476b8:,;=< > 3c?dA �eC 3 �¦476b8:";=< > 4\S%]�H§ | ?BA ��¨ C |©&
It is well known that the corresponding min-max polynomial of degree ) attains its maximum
value on at least )\IZY of the eigenvalues, see, e.g., [1, Chapter 3, ª 4]. Hence in this case
the multiplicity of the maximal singular value of

?�t >#uv A �DC
is at least ).IsY . Since any normal

matrix is ideal, we see that the condition in the second item is not necessary.
This fact has already been noted, and explained by a similar argument, by Greenbaum

and Trefethen [7]. Based on some numerical observations, they consider the case in which?2t > uv A �DC
for a nonnormal matrix

�
has a simple maximal singular value the “generic case”,

see [7, p. 366]. However, we believe that the situation of
?�t > uv A �DC

having a multiple maximal
singular value can be quite frequent also for nonnormal

�
. For a clear example see Fig. 4.1

below, which shows that for the �%���K�=� Jordan block ��� with ���QY , only 9 out of 19 matrices?2t > uv A ��� C have a simple maximal singular value.
We denote the maximal singular value of a matrix « by ¬2­G®°¯ A « C , and we define the

linear space± A « C -
P#RTS=8WU f�z=f is a right singular vector of « corresponding to ¬2­G®°¯ A « C X�&
We use such spaces in the next result, which gives a further characterization of the case[ + A �eC �¡ho+ A �DC . This result can be found in a more general form in [3, Lemma 2.16], but
we formulate and prove it here independently of [3].

LEMMA 2.4. Suppose that a nonsingular matrix
�

and a positive integer )���� A �DC are
given. Then

[ + A �eC �Zho+ A �eC if and only if there exist a polynomial ² � EW+ and a unit norm
vector � � ± A ² A �eC C , such that ² A �DC �NM �NJ + A � !O� C &(2.1)

If such ² and � exist, then ²³� ? t >#uv .
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Proof. If
[ + A �eC ��h + A �DC , then there exist a unit norm vector � and a polynomial ² � E +

satisfying (2.1), cf. (1.2), such that
3c?Wt > uv A �DC 3 � 3 ² A �DC � 3 . Since

3c?2t > uv A �DC � 3 g 3c?2t >#uv A �DC 3
and

3 ² A �DC � 3 is minimal, 3c? t >#uv A �eC � 3 � 3@? t >#uv A �eC 3 � 3 ² A �eC � 3 &(2.2)

But this means that � � ± A©?Wt >#uv A �DC C
. Moreover, since Y g ) g � A �eC 0}Y , we know that[ + A �eC�� � by Lemma 2.1, and thus the ) th GMRES polynomial is unique, cf. [7, Theo-

rem 2]. Therefore
?Wt >#uv ��² , and hence � � ± A ² A �DC#C .

Now assume that there exist a polynomial ² � EW+ and a unit norm vector � such that (2.1)
holds and � � ± A ² A �DC C . Then3 ² A �eC 3 � 3 ² A �eC � 3 ��476b8:";=< > 3c?dA �DC � 3 g 3@? t >#uv A �eC 3 &(2.3)

Since
?Wt >#uv is the ideal GMRES polynomial,

3 ² A �DC 3 � 3@? t > uv A �DC 3
is impossible, and therefore

equality holds in (2.3). But then
[ + A �eC ��ho+ A �DC , and from uniqueness of

? t >#uv it follows that²´� ?2t > uv .
In [3], the ) -dimensional generalized field of values of

�
,

µ A U � ¨ X +¨ a � C - ¶· ¸³¹º f � �Nf&&&f � � + f
»¼ z%f � f �ZY¤½ ¾¿ !

is used to characterize when worst-case or ideal GMRES do not converge.

THEOREM 2.5. For a nonsingular matrix
�Z�r�������

the following hold:
1.

[ + A �eC �ZY if and only if � � µ A U � ¨ X +¨ a � C .
2. ho+ A �eC �QY if and only if � �kÀ(Á ] A µ A U � ¨ X +¨ a � C C , the convex hull of

µ A U � ¨ X +¨ a � C .
Note that when

���Âjo���l�
is real, one can take the real ) -dimensional generalized field

of values
�

defined over
f���jo�

,
f�Ã f �QY .

The ) -dimensional generalized field of values of any triangular Toeplitz matrix Ä ��������
is a convex set [3], and, therefore,[ + A Ä C ��Y �7� h + A Ä C �ZY=!(2.4)

i.e. Ä is ideal of degree ) in case of stagnation. However, it is in general still an open problem,
originally posed in [3, p. 722], whether Ä is ideal of degree ) when ideal GMRES converges,
i.e. when h + A Ä C �{Y .

In this paper we concentrate on an ����� Jordan block

� � � ¹ÅÅÅº � Y& & & & & && & & Y�
»(ÆÆÆ¼ -Ç�TÈ � I�É � &(2.5)

Apart from the identity matrix È � and the shift É � , we will use the backward identity È�Ê� and
the diagonal matrix ÈlË� defined by

È Ê� - ¹º Y& & &Y
»¼ �Ìj ���l� !5È Ë� -iÍ�6bS=Î A Y=!'0³Y=!(&'&(&°! A 0³Y C � VW� C &(2.6)
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As explained above, the singular case ( �Ï�Q� ) is uninteresting, so we only consider the
nonsingular case, i.e. �mÐ��� . Each � �k� can be written as ����| �d| Ñ%Ò©Ó , and it holds that� � �ÔÑ Ò©Ó¤Õ ��Ö � Ö Õ´× ! Õ -sÍl6bS=Î A Ñ Ò©Ó !#Ñ Ò $ Ó !'&(&'&¢!#Ñ Ò � Ó C &(2.7)

Since ��� is unitarily similar to �¤Ö � Ö , and the values of the approximation problems we deal
with are unitarily invariant, it suffices to consider real and positive � . All results can be
easily extended to all � ���

using the unitary similarity transformation defined by (2.7).
Since � A ��� C ��� , we will consider )\�ZY�!(&(&'&(!#��0
Y , so that �7� [ + A ��� C�g h + A ��� C , and the
corresponding ideal GMRES polynomials are well defined in the sense of Definition 2.2.

As mentioned in the Introduction, the polynomial numerical hull (1.5) appears to be
useful in the analysis of ideal GMRES. As shown in [2], for each )���Y=!'&(&'&¢! �k0�Y , w + A � � C
is a circle around the eigenvalue � with some radius Ø�+HÙ � , where�7�/Ø � VW�°Ù � � F(F'F �/Ø �°Ù � �{Y=!
and Ø +,Ù � is independent of the eigenvalue � . In particular, the authors of [2] concentrate on
determining the radii Ø=�°Ù � and Ø � V �LÙ � . Since

w � A � � C is equal to the field of values of � � , it
holds that Ø=�°Ù � � À¢Ú P�Û <�%Ü �=Ý !(2.8)

cf. [2, p. 235]. The problem of determining Ø � V �LÙ � is equivalent to a classical problem in
complex approximation theory, closely related to the Carathéodory-Fejér interpolation prob-
lem. Using this connection it is shown in [2, p. 238], that Ø � V �LÙ � is a solution of a certain
nonlinear problem and can be bounded byYG0{Þ ßOà � $ � �� g Ø � VW�°Ù � g YG0{Þ ßOà � $ � �� I�Þ ß#à � Þ ßOà � $ � �á�� &(2.9)

Continuing this work, Greenbaum [5, p. 88] combines (1.6), (2.4) and results of [2] to prove
that for )\�ZY�!(&'&(&¢!#��0�Y ,Ø ++,Ù � � VW+ g ho+ A � � C
g � V2+ for �rq{Ø%+HÙ � !(2.10) [ + A � � C �Ôho+ A � � C �âY �7� � g Ø%+HÙ � &(2.11)

The upper bound on h + A ��� C in (2.10) can be replaced by Y if � g Y . The lower bound in
(2.10) is a special case of the general lower bound (1.6) on the ideal GMRES approximation
based on the polynomial numerical hull. The closeness of this lower bound is examined in
section 6 below.

We point out that the lower bound on Ø � V �LÙ � in (2.9) approaches Y as ��ãxä . Hence
the equivalence (2.11) implies that for each � with �Z�Ô| �B|³�iY , there exists a positive
integer ���å� � such that for the ���Ï� Jordan block � � ,

[ � VW� A � � C ��h � VW� A � � C �
Y . In
other words, both worst-case and ideal GMRES stagnate completely for each Jordan block� � corresponding to an eigenvalue � inside the unit circle, provided that � � is sufficiently
large. The more interesting cases are therefore the Jordan blocks � � with | �d|lq{Y .

3. Worst-case and ideal GMRES for )æ���d�%� . In this section we show that if | �d| is
outside a small interval around one, then ��� is ideal of degree ) for Y g )Z�
�d�%� . We
start with a general characterization of the radius Ø +HÙ � of the polynomial numerical hull of
degree ) of ��� .

LEMMA 3.1. A positive real number Ø satisfies Ø g Ø=+HÙ � , if and only if there exists a real
unit norm vector � such that � Ã Éeç� �G� A 0´Ø C ç=! èé�ZY=!'&(&'&¢!O)2&(3.1)
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Proof. A positive real number Ø satisfies Ø g Ø�+HÙ � , if and only if an �³�G� Jordan block �lê
satisfies

[ + A ��ê C �sho+ A ��ê C �QY , cf. (2.11). This is equivalent with the existence of a real unit
norm vector � such that�GMZ��ê J + A ��ê"!L� C � J + A É � !(��ê(� C � J + A É � !¢Øo�oIæÉ � � C &(3.2)

But the orthogonality of � to the space
J + A É � !(Ø��oI�É � � C means that�Z�Ç� Ã A ØBÉeç V �� �oI�Éeç� � C !Çèé�QY�!(&'&(&¢!L)2!

which can be written in the equivalent form (3.1).

THEOREM 3.2. An �m�r� Jordan block � � with � � � is ideal of degree ) with the ) th
ideal GMRES polynomial given by ² A y C � A YG0ë� VW� y C +(3.3)

if and only if Y g )����d�=� and �pqÇØ VW�+HÙ � V2+ &
Proof. Since ² A � � C � A 0³Y C + � VW+ É +� !

each ì � ± A ² A ��� C C has to be of the formìs� A �T!(&'&(&¢!O�l!O� � !(&'&(&¢!L� � VW+ C Ã !(3.4)

and hence ² A � � C ì{� A 0³Y C + � VW+ A �'�"!'&(&(&(!O� � VW+�!#�T!(&(&'&¢!#� C Ã &
Using Lemma 2.4 and the previous observation, � � is ideal of degree ) and ² is both the
worst-case and ideal GMRES polynomial if and only if there exists a unit norm vector ì of
the form (3.4) such that² A � � C ì{MZ� � J + A � � !#ì C � J + A É � !L�lì
I�É � ì C !(3.5)

i.e. �Gì Ã A É ç VW�� C Ã É +� ì
Iæì Ã A É ç� C Ã É +� ì{�/�l! è���Y=!'&(&(&(!O)2&(3.6)

Since ì has the special form (3.4), it holds that ì Ã A É ç� C Ã É +� ìí�î� Ã É +HV ç� V2+ �,! where �Â-A �(�"!(&'&(&(!L� � VW+ CcÃ . Then, (3.6) is equivalent to� V � � Ã É +HV ç� VW+ �oI�� Ã É +HV ç Ü �� VW+ ���/�l! è���Y=!'&(&(&(!O)2&(3.7)

Writing the equations (3.7) in the reverse order (for è��/)2!(&'&(&(!'Y ), we obtain� VW� � Ã É ç VW�� VW+ �oI�� Ã É ç� VW+ �G���l! è��QY=!'&(&(&'!O)2!(3.8)

or, equivalently, � Ã É ç� VW+ �G� A 0K� V � C ç=! èé�QY�!(&(&'&¢!O)W&(3.9)
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Clearly, if )rqs�d�=� , then É +� V2+ is the zero matrix. In this case at least one of the conditions
in (3.9) takes the form �æ� A 0K� C + , and the system (3.9) does not have a solution for any
positive � . On the other hand, for Y g )��
�d�=� , the system (3.9) has a solution if and only if� VW� g Ø"+HÙ � V2+ , cf. Lemma 3.1, which completes the proof.

We summarize what we have seen so far in the following corollary.

COROLLARY 3.3. For an �m�k� Jordan block � � with eigenvalue � ���
, and Y g )Â��d�%� the following hold:

1. If | �d| g Ø%+HÙ � , then � � is ideal of degree ) with
[ + A � � C ��ho+ A � � C �ZY .

2. If | �d|lq/Ø VW�+HÙ � VW+ , then � � is ideal of degree ) with
[ + A � � C �/ho+ A � � C �{� VW+ .

The first item already was shown in (2.11), the second follows from Theorem 3.2. In
summary, for Y g )��{�d�=� and | �d| q}� , we completely understand the situation except for
the cases Ø"+HÙ � �ï| �B|é�ÇØ VW�+HÙ � VW+ &(3.10)

The lower bound in (3.10) is bounded from below by Y"�%� , and it approaches 1 for �mãxä ,
while the upper bound in (3.10) is bounded from above by 2.

4. Structure of the ideal GMRES residual matrices for a Jordan block. In this sec-
tion we analyze the special structure of the ideal GMRES residual matrices for a Jordan block,
which we originally discovered numerically when experimenting with the semidefinite pro-
gramming package SDPT3 [18]. Since the development below is quite technical, we start
with a high-level description of a simple example.

Consider the ð��Âð Jordan block � � with �Ï�ñY . As shown below, its second, third and
fourth ideal GMRES residual matrices are upper triangular Toeplitz matrices of the form¹ÅÅÅÅÅº

òxóâòòâóôòòôóôòòôóâòòâóò

» ÆÆÆÆÆ¼
õ ö°÷ ø?2túù uv A � � C

!
¹ÅÅÅÅÅº
òâóâóxòòâóxóûòòxóâó òòûóûóòûóò

» ÆÆÆÆÆ¼
õ ö°÷ ø?Wtúü uv A � � C

!
¹ÅÅÅÅÅº
òôóâòôóôòòâóôòôóâòòôóôòâóòôóâòòâóò

» ÆÆÆÆÆ¼
õ ö¢÷ ø?Wt ý uv A � � C

!

where “ � ” stands for a nonzero entry and “ þ ” represents a zero entry. It is easy to see that
there exist permutation matrices ÿ $ , ÿ�� and ÿ�� that transform

?Wtúù uv A � � C , ?2t ü uv A � � C and
?Wt ý uv A � � C

into block diagonal matrices with upper triangular Toeplitz blocks,¹ÅÅÅÅÅº
òâòòôòò òôòòâòò

»(ÆÆÆÆÆ¼
õ ö°÷ øÿ Ã$ ?2t ù uv A � � C ÿ $

!
¹ÅÅÅÅÅº
òôòò òâòò òâòò

»(ÆÆÆÆÆ¼
õ ö¢÷ øÿ Ã� ?2t ü uv A � � C ÿ��

!
¹ÅÅÅÅÅº
òôòâòòâòò òâòxòòxòò

»(ÆÆÆÆÆ¼
õ ö°÷ øÿ Ã� ?2t ý uv A � � C ÿ��

&

Since the transformation
? t >#uv A ��� C ãîÿ Ã+ ?2t > uv A ��� C ÿ�+ is orthogonal, and all diagonal blocks ofÿ Ã+ ?Wt >#uv A ��� C ÿB+ are equal, the ideal GMRES approximation

3@?�t >#uv A ��� C 3 equals the norm of any
diagonal block of ÿ Ã+ ?2t > uv A ��� C ÿ�+ .
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These observations are the key to analyzing the ) th and
A �m0�) C th ideal GMRES ap-

proximations for � � and, more generally, for any Jordan block �l� , when ) divides � . The
following lemma formalizes the just described orthogonal transformation and shows the con-
nection between the singular value decompositions of

?�t > uv A � � C and of a diagonal block ofÿ Ã+ ? t > uv A � � C ÿB+ .
LEMMA 4.1. Let � and ) be positive integers, � � ) , and let � be their greatest common

divisor. Define �5- �d�"� and
� � )��"� . Consider the � ��� upper triangular Toeplitz

matrix « ,

«¦- �	
ç a � � ç Éeç­ ! and let «�� Õ�

� Ã(4.1)

be its singular value decomposition. Then the singular value decomposition of the ���ë�
matrix � , �x- �	

ç a � � ç Éeç £� is given by �Q� A Õ�� È £ C A 
�� È £ C A ��� È £ C Ã &(4.2)

Proof. Define the ����� matrix ÿ by ÿZ-�� È ­ � Ñ"�"!(&'&(&(!OÈ ­ � Ñ £�� ! thenÿ Ã �³ÿQ�/È £ � «��/È £ � A Õ�
�� Ã C � A È £ ��Õ C A È £ ��
 C A È £ ��� C Ã !
and hence ����ÿ A È £ ��Õ C A È £ ��
 C A È £ ��� C Ã ÿ Ã��� ÿ A È £ ��Õ C ÿ Ã � � ÿ A È £ ��
 C ÿ Ã � � ÿ A È £ ��� C ÿ Ã � Ã� A Õ�� È £ C A 
�� È £ C A ��� È £ C Ã &
In the last equation we have used [8, Corollary 4.3.10].

As outlined above, our strategy is as follows: Having an ideal GMRES residual matrix �
of the special form (4.2), we can find a permutation matrix ÿ such that ÿ Ã �³ÿ �
È � «
(where È and « have the appropriate sizes), and then investigate the norm and properties
of � through the norm and properties of the block « .

THEOREM 4.2. Let � and ) be positive integers, � � ) , and let � be their greatest
common divisor. Let � � � and define �p-��d�%� ,

� -s)��"� ,� � -{�TÈ � I�É � ! ���é-�� È ­ IæÉ ­ ! �r-{� £ &
Suppose that the

�
th ideal GMRES polynomial

?�t  uv of ��� is of the form? t! uv A y C � �	
ç a �#" ç A �k0�y C ç%&(4.3)

If � � is ideal of degree
�
, then ��� is ideal of degree ) , and[ � A ��� C �/h � A �$� C � [ + A � � C �sh�+ A � � C &

Moreover, the ) th ideal GMRES polynomial
? t >#uv of � � is given by? t > uv A y C � �	
ç a �#" ç A ��0ëy C ç £ &(4.4)



ETNA
Kent State University 
etna@mcs.kent.edu
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Proof. Given the
�
th ideal GMRES polynomial

? t! uv � E � of � � as in (4.3), we define the
polynomial

² A y C - �	
ç a � " ç A ��0�y C ç £ � E¤+�&(4.5)

Our goal is to show that this polynomial ² , which is equal to
?�t > uv in (4.4), is the ) th ideal GM-

RES polynomial of ��� . We will show this by constructing a unit norm vector � � ± A ² A ��� C C ,
such that the condition (2.1) is satisfied.

From ? t! uv A � � C � �	
ç a �#" ç A 0NÉN­ C ç=! ² A ��� C � �	

ç a �#" ç A 0NÉ � C ç £ !(4.6)

we see that the matrices
? t  uv A ��� C and ² A � � C have a similar structure as the matrices « and � ,

respectively, in Lemma 4.1 (up to the sign in case � is even).
By assumption,

[ � A ��� C �/h � A �$� C�� � , and hence by Lemma 2.4 there exists a unit norm
vector ì � ± A ?Wt  uv A ��� C#C , such that? t  uv A � � C ì Mx� � J � A � � ! ì C &(4.7)

Define 
 � �kj ­ � ­ ,
fn�kj ­ , and « �rj ­ � ­ by
 � - % ���2!È�Ë­ ����È�Ë­ ! f -&% ìæ! if � is odd,È�Ë­ ì.! if � is even,(4.8)

«â- ? t  uv A 
 � C &(4.9)

Then it easily follows that « f M 
 � J � A 
 � ! f�C !(4.10)

and
f¡� ± A « C . Since « is a Toeplitz matrix, the matrix È Ê­ « is symmetric, and hence

unitarily diagonalizable, È Ê­ «�� �(')� Ã . Therefore, there exists a diagonal matrix *È�Ë­ having
entries Y and 0³Y on its diagonal, such that«¦� A È Ê­ � *È Ë­ C A *È Ë­ ' C � Ã
is the singular value decomposition of « . If y � ± A « C is a right singular vector, then the
corresponding left singular vector is given either by È Ê­ y or by 0NÈ Ê­ y . Since

f�� ± A « C , we
can decompose this vector as

f � f,+ I f.-
. Here

f/+
resp.

f.-
are the orthogonal projections

of
f

onto the space spanned by right singular vectors y � ± A « C with the corresponding left
singular vector equal to È Ê­ y resp. 0NÈ Ê­ y .

Denoting by 0 the maximal singular value of
? t! uv A �$� C ,« f ��0BÈ Ê­ A f + 0 f - C ! and 0´- 3@? t  uv A � � C 3 � 3 « 3 � 3 ² A ��� C 3 !(4.11)

where we have applied Lemma 4.1 to obtain the last equality.
Since

fk� ± A « C , Lemma 4.1 implies that
f � Ñ ç � ± A ² A ��� C#C , where Ñ ç denotes the è th

standard basis vector for èé�QY�!(&'&(&¢!O� . Now define Ñ%�é-��9Y=!(0K��!(&'&(&¢! A 0K� C £ V � � Ã , and

��-21 £	
ç a � A 0K� C ç VW� f � Ñ ç �31 A f � Ñ"� C !(4.12)
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where 1 is chosen so that
3 � 3 �ZY . Clearly, � � ± A ² A ��� C#C , and � can be decomposed as�G�/� + I�� - ! � + -41 A f + � Ñ � C ! � - -51 A f - � Ñ � C !

with ² A ��� C � + ��0"È Ê� � + , ² A ��� C � - �Z060"È Ê� � - . Hence, using the first expression in (4.11),² A � � C �G�51W² A � � C A � + I
� - C �4170"È Ê� A � + 0ë� - C�5170"È Ê� A A f + 0 f - C � Ñ � C ��180 A A È Ê­ A f + 0 f - C C � A È Ê£ Ñ � C#C�51 A A « f�C � A È Ê£ Ñ � C C &(4.13)

We next show that ² A � � C �
Mô� ç� �,! è���Y=!(&'&(&¢!L)2!(4.14)

i.e. that ² is a GMRES polynomial for ��� and the initial vector � . Since

span U=� � �,!'&(&'&¢!¢� +� �HXs� span U,É �� � � �,!'&(&(&(!#É +HV �� � � �HX�!(4.15)

the relation (4.14) holds if and only if² A � � C ��MÔÉeç� � � �,!ïèé���T!(&(&'&¢!O)é0�Y=&(4.16)

Let us decompose the index è asèé��9H�eI;:°! 9K�s�T!(&'&(&¢!=<20
Y�! :1���T!(&(&'&¢!#� 0
Y�&(4.17)

An elementary computation shows that� � ���>1.� � A f � Ñ � C �?1 A#A 
 � f�C � Ñ £ C &
Multiplication of � � � from the left by É ç� shifts all entries of � � � upwards by è positions.
Using (4.17), É ç� ����� can be written asÉeç� � � �k�@1eÉBA £� A#A 
 � f�C � Ñ £ V.C C �51 A A ÉDA­ 
 � f�C � Ñ £ V.C C &(4.18)

Now from (4.13) and (4.18) we obtainA ² A � � C � C Ã A É´ç� � � � C �51 $ A#A « f�C � A È Ê£ Ñ � C#C Ã A#A ÉBA­ 
 � f�C � Ñ £ VEC C�>1 $ � A « f�C Ã ÉBA­ 
 � f � � Ñ Ã � È Ê£ Ñ £ V.C � &
Similar as in (4.15), É A­ 
 � fm� 
 � J � A 
 �2! f�C for 9��ñ�l!'&(&'&¢!F<d0/Y . Since « f is orthogonal
to 
 � J � A 
 � ! f�C , cf. (4.10), it holds that

A « f�C Ã É A­ 
 � f ��� for 9n���l!'&(&(&(!F<d0/Y . In other
words, we just proved (4.14).

Summarizing, ² is the ) th GMRES polynomial for the matrix ��� and the initial vector� � ± A ² A ��� C C . Using Lemma 2.4, it holds that
[ + A ��� C �
h + A ��� C and, therefore, ² is the) th ideal GMRES polynomial of ��� . Moreover, Lemma 4.1 implies that the ideal GMRES

residual matrices
? t  uv A ��� C and

?2t > uv A � � C have the same norm and thus
[ � A ��� C �Ìh � A ��� C �[ + A � � C �/ho+ A � � C .

Note that the integers
�

and � defined in Theorem 4.2 are relatively prime. The assertion
of this theorem is quite tricky, so some explanation is appropriate. Suppose we know that an� �G� Jordan block �$� is ideal of degree

�
, where

�
and � are relatively prime. Then by

Theorem 4.2, an ���é� Jordan block � � is ideal of degree ) , where �r-s�H� , )é-/� � , ��-5� £ ,
and � is any positive integer. Therefore, to prove that any Jordan block is ideal, it would be
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FIG. 4.1. Multiplicity of the maximal singular value of I t > uv�JLKNMFO for the P�QSRBP�Q Jordan block KNM and T.�U�VXWXWYWXVYUXZ
.

sufficient to show that any Jordan block is ideal of degree ) whenever ) and the size of the
Jordan block are relatively prime; all the other cases are then covered by Theorem 4.2. In
other words, Theorem 4.2 reduces the question of idealness of Jordan blocks to block sizes �
and steps ) , where ) and � are relatively prime.

EXAMPLE 1. Consider the �%�7�Â�=� Jordan block �l� . In Fig 4.1 we plot the multiplicity
of the maximal singular value of

? t > uv A ��� C for )Â�ÌY=!(&'&(&¢!'Y\[ . Apparently, the multiplicity is
equal to the greatest common divisor of � and ) . In particular, at steps ) such that ) and � are
relatively prime, the maximal singular value of

? t > uv A ��� C is simple. (The same phenomenon
can be observed numerically also for other choices of � .) By the second item in Lemma 2.3,� � is ideal of degree ) in the steps where ) and � are relatively prime. Then Theorem 4.2
implies that � � is ideal.

Theorem 4.2 also allows us to prove the following result about the radii of the polynomial
numerical hulls of Jordan blocks.

THEOREM 4.3. Let � and ) be positive integers, � � ) , and let � be their greatest
common divisor. Define �ï-p�d�%� ,

� - )��"� . Then the radius Ø=+,Ù � of the ) th polynomial
numerical hull of an �ë��� Jordan block satisfiesØ"+,Ù � �xØ �X] £� Ù ­ &(4.19)

Proof. Let � � � and consider Jordan blocks� � -/��È � I�É � ! ���é-�� È ­ I�É ­ ! ��-/� £ &
We prove the following equivalence� g Ø � Ù ­ ^�7� [ � A ��� C �/h � A ��� C �QY _�7� [ + A � � C �/h�+ A � � C ��Y `�é� � g Ø"+HÙ � &
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The equivalences a and b follow from (2.11), so we only have to prove the equivalence c .
From Theorem 4.2,[ � A �$� C ��h � A ��� C �ZY � � [ + A � � C �/ho+ A � � C ��Y=&
On the other hand, suppose that

[ + A ��� C �}h + A ��� C �¡Y . Consider the polynomial
? t! uv of the

form (4.3). Then, similarly as in the proof of Theorem 4.2, the polynomial ² defined by (4.5)
satisfies ² � E + and

3 ² A ��� C 3 � 3@?2t! uv A � � C 3 , cf. (4.11). Now if h + A � � C � 3c?2t  uv A � � C 3 ��Y ,
then

3 ² A ��� C 3 � Ym� h + A ��� C , which contradicts the optimality property of the ) th ideal
GMRES polynomial

?Wt > uv of � � . Therefore h�+ A �$� C �ñY , which implies that
[ + A ��� C �åY , cf.

(2.4), and thus c must hold.
Consequently, for each � � � , � £ g Ø � Ù ­ �7� � g Ø"+HÙ � , which implies (4.19).

COROLLARY 4.4. Consider an ���Ï� Jordan block � � with � � � . Let )��å� be a
positive integer dividing � . Then

[ + A � � C ��ho+ A � � C , and if �rq/Ø%+HÙ � , then� V2+ À¢Ú P Û <� ]L+ Ü ��Ý g h + A ��� C
g � V2+ &(4.20)

The ) th ideal GMRES polynomial
? t > uv of � � is of the form? t > uv A y C � " ��I " � A �\0ëy C + !(4.21)

where " � and " � are the coefficients of the first ideal GMRES polynomial (4.3) of the
� + � � +

Jordan block � � > . Moreover, it holds that

Ø +HÙ � �}Ø �X]L+�LÙ � ]O+ �ed À¢Ú P Û <� ]O+ Ü ��ÝEf �F]L+ &(4.22)

Proof. All results follow from Theorem 4.2 and Theorem 4.3. If ) divides � , then����) is their greatest common divisor, and � �å�d�%) ,
� � Y . For

� � Y , the assumption[ � A �$� C �sh � A ��� C�� � in Theorem 4.2 is satisfied and therefore
[ + A � � C �sho+ A � � C . In (4.22)

we used Theorem 4.3 and the explicit form of the radius Ø �LÙ � ]O+ , cf. (2.8). The bound
A
4.20

C
is just the bound (2.10), where for Ø=+HÙ � we substituted its exact value on the right hand side
of (4.22).

If ) divides � , then
? t > uv A y C �ïY for � g Ø � Ù + and

?Wt >#uv A y C � " � I " � A �m0/y C + for� � Ø � Ù + . For ��qZØ VW�+HÙ � V2+ we know that " �´�{� and " � �Z� VW+ , cf. Theorem 3.2. Moreover,
since

[ + A ��� C �ph + A ��� C , it follows from (2.11) and Theorem 3.2 that " ��Ð�p� and " � Ð�Ì�
whenever Ø +HÙ � ���{� Ø VW�+HÙ � VW+ . Then, from the form of the ) th ideal GMRES polynomial
(4.21) it is easy to see that the ) roots of

? t >#uv are uniformly distributed on the circle around �
with radius | " �,� " � | �F]O+ .EXAMPLE 2. Consider an ���Ï� Jordan block � � with � � � , � even and )æ�Ì�d�=� .
This gives �æ� �d�=� , � � � , � � Y , and �}�
� � ]#$ in Theorem 4.2. Since for the ���m�
Jordan block �$� ,

[ � A ��� C �ph�� A ��� C�� � , Theorem 4.2 implies that
[ � A �$� C �
h�� A ��� C �[ � ]O$ A � � C �/h � ]O$ A � � C . Theorem 4.3 shows thatØ � ]#$(Ù � �ZØHgih >�LÙ $ �{� - ù hkj &(4.23)

Moreover, by a direct computation of the first ideal GMRES approximation for the �k�æ�
Jordan block �$� with �Â�/� � ]O$ , we obtain that for �kq�� V¤$l] � ,

" �D� �m � � I�Y ! " � � Y� � ]O$ m � � 0�Ym � � IsY ! h � ]O$ A ��� C � m � � ]O$m � � I�Y &(4.24)
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Using (2.10) and the fact that Ø ++HÙ � q/Ø +� ]O$(Ù � �{� - ù > hnj q�� V � for ) g �d�%� , we get the boundY� � V2+ g h + A ��� C�g � VW+ ! ) g �d�=��&(4.25)

5. The next-to-last worst-case and ideal GMRES approximations. In this section
we consider the

A ��0
Y C st worst-case and ideal GMRES approximations for an ����� Jordan
block � � with � � � . Our main result, stated in Theorem 5.5 below, is that

[ � V � A � � C �h � VW� A � � C for �åq Y . We also give an explicit expression for h � V � A � � C in terms of the
eigenvalue � . The proof of this result will make use of three technical lemmas. To simplify
the notation, we define the vectorÑ t j u� - È Ë� �9Y=!L� !'&(&(&(!O� � VW� � Ã
and the Hankel matrix

o A f �"!'&(&(&(! f � C - ¹ÅÅÅº
f � f $ &'&(& f �f $ & & &&&& & & &f �

» ÆÆÆ¼ &(5.1)

The first lemma is a slight reformulation of [12, Corollary 2.2].

LEMMA 5.1. Consider the linear algebraic system � � �Q�î� , with an ���m� Jordan
block � � , and a right hand side vector �´�@� �H�,!(&'&(&¢!L� � � Ã such that � � Ð�¡� . If � � �¡� , then
the

A ��0�Y C st GMRES residual * � V � is uniquely determined by the linear system3 * � VW� 3 V¤$ o A �(�"!(&(&'&(!L� � C * � V ���ÔÑ t j u� &(5.2)

LEMMA 5.2. Let � � � be given and let � �rjo� be the unit norm vector�
- A 0³Y C � VW� 3qpT3 VW� È Ê� p !(5.3)

where
p ��� p � !(&(&'&(! p � � Ã has the componentsp ¨ Ü � �Ç� j - gù V2¨ A 0³Y C ¨m ¨sr �Ntt8u ! t��s�l!'&(&(&(! �k0
Y�&(5.4)

Then the
A � 0ÏY C st GMRES residual * � VW� for the �n��� Jordan block ��� and the initial vector� is given by * � VW�K� 3qpT3 V � p , and hence

3 * � V � 3 � 3�pT3 V2$ � Y� � VW�wv � V �	 ¨ a � A m � C V2$#¨ r �Ntt7u $�x VW� &(5.5)

Proof. Since the last component of �G� A 0³Y C#� V � 3qpT3 VW� � p � !'&(&'&(! p � � Ã is nonzero, Lemma 5.1
implies that the

A ��0�Y C st GMRES residual for � � and � satisfiesA 0³Y C � VW�3�pT313 * � VW� 3 $zyo * � V � �iÑ t j u� !(5.6)
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where yo � o ALp � !(&(&'&(! p � C . Using the definition (5.4), the numbers
p ¨ Ü � satisfy for è���l!'&(&(&(! ��0
Y ,ç	 ¨ a � p ¨ Ü � p ç V¤¨ Ü �K� A 0³Y C çm ç � � V ç VW� ç	 ¨ a � r �{tt u r � A è.0|t Cè.0|t u � A 0³Y C çH� � V ç VW� &

In the last equality we use the fact that the sum of the products of the given binomial coeffi-
cients is equal to

m ç , see e.g. [15, p. 44]. The � previous equations can be written in matrix
form as yo p � A 0³Y C � VW� Ñ t j u� &(5.7)

A comparison of (5.7) and (5.6) shows that
p � 3 * � VW� 3 V2$ * � VW� 3�pT3 V � and, therefore,

3qpT3 V¤$ �3 * � VW� 3 . Finally, * � VW�é� pG3qpT3�3 * � VW� 3 $ � pG3qpT3 V � . A straightforward computation shows
that

3 * � VW� 3 is given by (5.5).
REMARK 5.3. It is not hard to check that

p ¨ Ü � defined in (5.4) can be computed by the
recurrence p �G�{� j - gù ! p ¨ Ü �N��0 p ¨ � VW� �{t�0�Y�Nt ! to�ZY=!'&(&'&¢! �k0�Y=&(5.8)

LEMMA 5.4. Let � � � be given and let
p + -QÈ�Ë� p , where the vector

p
is defined as in

Lemma 5.2. Then there exists an uniquely determined Hankel matrix *o such thatp + �}*o p + &(5.9)

If ��q�Y , the matrix *o is primitive and has only one eigenvalue of maximum modulus. This
eigenvalue is equal to Y , and

p +
is the corresponding eigenvector.

Proof. First note that since the entries of
p

alternate in sign and
p � � � , all components

of
p + �~� p +� !'&(&'&¢! p +� � Ã are positive. We are now going to construct the Hankel matrix *o of

the form *o � o A�� � !'&(&(&(! � � C .
The � th equation in

p + � *o p + is
� � p +� � p +� , i.e.

� �ë� p +� � p +� . Therefore,
� � is

well-defined and positive. Considering the equations �r0sY=!'&(&(&(!(Y it is clear that the entries� $=!(&'&(&(! � � of *o are uniquely determined.
To show the remaining part of the lemma, we will first prove by induction that for �rq}Y ,*o is nonnegative with

� ¨ � � , tK� Y=!'&(&'&¢! � . We already know that
� � � � . Now suppose

that
� � � �l!'&(&(&(! � ç � � for some è�q{Y . The

A ��0�è C th equation in
p + ��*o p + is of the formp +� V ç � � ç Ü � p +� I ç Ü �	 ¨ a $ � ç V¤¨ Ü $ p +¨ � � ç Ü � p +� I ç	 ¨ a � � ç V¤¨ Ü � p +¨ Ü � &

Using the definitions of
p +¨ Ü � and

p ¨ Ü � , cf. (5.4) and (5.8), it holds thatp +¨ Ü � �s� VW� r p +¨ 0 p +¨�{t u
and, therefore, p +� V ç � � ç Ü � p +� I�� VW� ç	 ¨ a � � ç V¤¨ Ü � p +¨ 0ë� VW� ç	 ¨ a � � ç V¤¨ Ü � p +¨�{t

� � ç Ü � p +� I�� VW� p +� V ç Ü � 0m� V � ç	 ¨ a � � ç V2¨ Ü � p +¨�{t &
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Finally, � ç Ü �N� ALp +� C VW�(� p +� V ç 0m� V � p +� V ç Ü � I v � V � ç	 ¨ a � � ç V¤¨ Ü � p +¨�{t x8� &(5.10)

The term in the square brackets is positive according to the induction hypothesis. Moreover,
since the sequence

p +� ! p +$ !'&(&(& is decreasing for �ëq�Y , it holds that
p +� V ç � � V � p +� V ç Ü � , i.e.� ç Ü � � � .

Summarizing, *o is nonnegative and
p +�� � is an eigenvector of *o corresponding to the

eigenvalue Y . Therefore, Y must be an eigenvalue of maximum modulus [9, Corollary 8.1.30.].
Moreover, since *o $ � � , *o is primitive, cf. [9, Theorem 8.5.2.], and there exists only one
eigenvalue of maximum modulus.

Now we can state and prove the main result of this section.

THEOREM 5.5. Consider an �
�Ï� Jordan block ��� with ��qpY . Then the unit norm
vector � defined in (5.3)–(5.4) solves the worst-case GMRES approximation problem (1.3) for��� and )\����0
Y , and it holds that[ � VW� A � � C �ih � VW� A � � C � Y� � VW�|v � V �	 ¨ a � A m � C V¤$O¨ r �{tt u $lx V � &(5.11)

Proof. Consider the
A ��0QY C st GMRES residual * � VW� for � � and the initial vector �

defined in (5.3)–(5.4), and denote by
? � V � the corresponding GMRES polynomial, i.e.* � VW��� ? � VW� A � � C �,&(5.12)

Using (5.5),
3 * � V � 3 is equal to the rightmost expression in (5.11). To prove the assertion

it suffices to show that � is a maximal right singular vector of the matrix
? � VW� A � � C , cf.

Lemma 2.4. Since
? � V � A � � C is an upper triangular Toeplitz matrix, the matrix

? � VW� A � � C È Ê� ,
where È Ê� is defined in (2.6), is symmetric, and hence unitarily diagonalizable. Denote its
eigendecomposition by

? � VW� A � � C È Ê� � Õ���Õ Ã , where � is a nonsingular real diagonal ma-
trix, and Õ Ã Õ � Õ.Õ Ã �/È � . Given � , there exists a (uniquely determined) diagonal matrix*È Ë� having entries Y or 0³Y on its diagonal such that 
 - � *È Ë� is a real diagonal matrix with
positive diagonal entries. Then? � VW� A � � C � Õ A � *È Ë� C A *È Ë� Õ Ã È Ê� C � Õw
 A *È Ë� Õ Ã È Ê� C !(5.13)

and the rightmost expression is the singular value decomposition of
? � VW� A ��� C .

Substituting (5.3), (5.5) and (5.13) into (5.12), we obtainp � A 0³Y C � V � 3qpT3 $ Õ�
 *È Ë� Õ Ã p &(5.14)

Similarly as in Lemma 5.4, denote
p + -sÈ Ë� p � � . Multiplying both sides of

A
5.14

C
from the

left by È�Ë� we receivep + � *o p + ! *o - A 0³Y C � V � 3qpT3 $ A È Ë� Õ C 
 *È Ë� A È Ë� Õ C Ã(5.15) � A 0³Y C � V � 3qpT3 $ A È Ë� ? � VW� A � � C È Ê� È Ë� C &
Since

? � VW� A ��� C is an upper triangular Toeplitz matrix, the expression (5.15) shows that *o
is a Hankel matrix. Considering the eigenvalue decomposition *o ��� ' � Ã it is easy to see
that �Z�/È Ë� Õ ! ' � A 0³Y C � V � 3�pT3 $ 
 *È Ë� &(5.16)
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FIG. 5.1. The right hand side of (5.11) and �,�N� M�J�K��NO plotted as a function of � .

Therefore, the modulus of any eigenvalue of *o is a
3�pT3 $ -multiple of some singular value

of
? � V � A � � C . Consequently,

p +
in (5.15) is an eigenvector corresponding to the eigenvalue

of maximum modulus of *o if and only if � is a right singular vector corresponding to the
maximal singular value of

? � V � A ��� C . By Lemma 5.4, *o has only one eigenvalue of maximum
modulus, and

p +
is the corresponding eigenvector. Hence � is the maximal right singular

vector of
? � VW� A ��� C .

In the previous theorem we use the assumption �QqíY . It is natural to ask about the
relation between worst-case and ideal GMRES for Ø � V �LÙ � �/�Ï�QY , and whether for such �
the right hand side of (5.11) still characterizes

[ � V � A � � C and h � VW� A � � C . While our numerical
experiments predict that

[ � VW� A � � C �/h � VW� A � � C also for Ø � VW�°Ù � ���r�/Y , for each integer �
there seems to exist a � t j uv , Ø � VW�°Ù � ��� t j uv �åY , such that h � VW� A � � C is larger than the right
hand side of (5.11) whenever ����� t j uv . In other words, the right hand side of (5.11) does
not characterize

[ � VW� A � � C and h � VW� A � � C for all ��q/Ø � V �LÙ � . This situation is demonstrated
in Fig. 5.1, which shows a numerical experiment with ����Y'� , giving Ø � V �LÙ �;� �l& � . The
dashed line shows the right hand side of (5.11), and the solid line shows the ideal GMRES
approximation h � VW� A � � C , both as a function of � .

In the following corollary we combine results of Theorem 4.2, Theorem 4.3 and Theo-
rem 5.5.

COROLLARY 5.6. Consider an �k�7� Jordan block � � with �Âq/Y . If )n��� is a positive
integer dividing � , then

[ � V2+ A � � C �Ôh � V2+ A � � C � Y� � VW+��� � ]L+HVW�	 ¨ a � � V¤$L+°¨ m V¤$O¨ r �{tt8u $l�� V � &(5.17)

and Ø � VW+HÙ � �}Ø �X]L+� ]L+HVW�°Ù � ]L+ &(5.18)

Proof. The parameters in Theorem 4.2 and Theorem 4.3 are given by ���Z) , � �{�d�=) ,� ���
0�Y and ����� + . Applying Theorem 5.5 to the �í��� Jordan block �$� we see that
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is satisfied. Therefore, ho­ VW� A � � C � h � VW+ A ��� C � [ � V2+ A ��� C . The value of h�­ V � A � � C
(and also of h � V2+ A � � C ) is given by (5.11), where � and � have to be replaced by � and � + ,
respectively.

For example, if � q m
is even and )��ï� , then � �Ô�d�=� and (5.18) means thatØ � V¤$(Ù � �âØ �X]O$­ VW�°Ù ­ . Using a completely different and highly nontrivial proof technique

based on complex analysis, the same result has been obtained in [2, p. 241]. Tight bounds
on Ø ­ VW�°Ù ­ are given by (2.9). Note that for � even and )��¡�d�%� , it can be easily checked
that the rightmost expression in (5.17) agrees with the rightmost expression in (4.24).

6. Polynomial numerical hulls and the ideal GMRES convergence. In [4, Section 3],
some numerical examples with nonnormal matrices

�
of (small) size � are given, for whichh � VW� A �DC
g2� 47698:";=< j - g 47S%]�';%� j - g �9�W� | ?dA y C |©!

where
�

is a moderate size constant. It is not shown, however, whether the constant depends
on � , or how close the bound (1.6) may be for a general nonnormal matrix

�
. As we are

unaware of any such results in the literature, we here study this question using our above
results for an ���æ� Jordan block � � . We concentrate on the case ���ÔY . We need the
following lemma, which can be proven by a straightforward computation; see also [16].

LEMMA 6.1. The singular value decomposition of the �k�7� Jordan block �T� is given by���G� Õ�

� Ã , where� �ôU f ¨ ç X �¨áÙ ç a � ! f ¨ ç � $� $ �%Ü � P#698 Û $#¨áVW�$ �%Ü � è�E Ý !(6.1) Õ �ôU\�2¨ ç X �¨áÙ ç a � ! �¤¨ ç � $� $ �%Ü � P 6b8 Û $#¨$ �%Ü � è�E Ý !(6.2) 
 �ÇÍ�6bS=Î A ¬ ¨ C ! ¬ ¨ �Ç� À(Ú P Û ¨ <$ �%Ü �=Ý !�tB�QY�!(&'&(&¢!#�o&(6.3)

THEOREM 6.2. Consider the �r�n� Jordan block �T� , and let )���� be a positive integer
dividing � . Then the ideal GMRES approximations h1+ A ��� C and h � V2+ A ��� C are bounded byÀ(Ú P�Û <$ � ]L+ Ý g h�+ A ��� Cæg À¢Ú P�Û <$ � ]L+ Ü � Ý !(6.4) � Y�I �$
� Ú Î A �d�%) Cn� V � g h � V2+ A ��� C�g � Y�I �� � Ú Î A �d�%) Cn� VW� &(6.5)

Proof. We first prove (6.4). In the notation of Theorem 4.2, �¥-î�d�=) and
� �ÔY .

Denote by � the �î��� Jordan block with the eigenvalue one. Since
[ � A � C ��ho� A � Ce� � ,

Theorem 4.2 implies that ho+ A ��� C �sh�� A � C . It therefore suffices to bound
3c? t g uv A � C 3 .

The upper bound in (6.4) follows from3@? t g uv A � C 3 g 3 È.0 Y� � 3 � Y� 3 � 3 � À¢Ú P�Û <$ ­ Ü � Ý !
where

3 � 3 �s¬2� A � C is known, cf. Lemma 6.1. For � �rj
, define the polynomial?.�BA y C -�YG0z�1yT&
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The norm of
? � A � C is the square root of the maximal eigenvalue of

?���A � C Ã ?��BA � C � ¹ÅÅÅº 1 � 0S  �0S  � ¡�� & & && & & & & & 0S  �0S  � ¡ �
» ÆÆÆ¼ !

where
¡ � -5� $ I A YG0G� C $ ,   � - A YG0G� C � , 1 � - A YG0z� C $ . Next, define the �¡�¢� matrixÄ � Ù ­/-�£F¤O6 Í�6bS=Î A 0S  � ! ¡ � !'0S  � C & Denote the characteristic polynomials of

? � A � CcÃ ? � A � C andÄ � Ù ­ by ¥ � Ù ­ A y C -sÍ/¦§£ A y�È¢­n0 ? � A � C Ã ? � A � C C and ¨ � Ù ­ A y C -sÍ,¦q£ A y�È(­�0eÄ � Ù � C , respectively.
It is not hard to see that ¥ � Ù ­ A y C ��¨ � Ù ­ A y C I�� $ ¨ � Ù ­ V � A y C &
Using results of classical polynomial theory, the roots of the polynomials ¨ � Ù ­ and ¨ � Ù ­ VW�
interlace. Therefore, the maximal root of ¥ � Ù ­ (equal to

3c? � A � C 3 $ ) must lay between the
maximal roots of ¨ � Ù ­ and ¨ � Ù ­ VW� (between the maximal eigenvalues of Ä � Ù ­ and Ä � Ù ­ V � ).
It is well known that the eigenvalues of Ä � Ù ­ V � are given by� t!© u� Ù ­ VW� � ¡ � 0ë�N  � À¢Ú P�ª ç <­�« !ïè���Y=!'&(&'&¢!X��0�Y=&
Considering these eigenvalues as a function of � , and taking derivatives with respect to � ,
shows that the minimum is obtained for �m��Y,�%� . Therefore,3@? � A � C 3 $ q 47S%]ç � t © ugù Ù ­ V � � Y� I Y� À(Ú P
ª <­¬« � À(Ú P $ ª <$ ­¬« &
Taking square roots, we obtain the lower bound in (6.4).

We next prove (6.5). Using (5.17), the value of h � V2+ A ��� C is given by

h � VW+ A � � C � v ­ VW�	 ¨ a �(­ ¨ Ü � x VW� ! ­ ¨ Ü � - Ym $#¨�r �{tt7u $ &(6.6)

We first prove that for è\q�� it holds thatYm A è.0
Y C g ­ ç g Y�'è &(6.7)

For è\�Q� , ­ $´� �� and (6.7) holds. Suppose that (6.7) is satisfied for some è�q/� . We show
that this inequality holds also for èeIsY . For ­ ç Ü � we obtain

­ ç Ü �N� r YG0 Y�'è�u $ ­ ç g Y�(è r YG0 Y�(è�u $ è´I�Yè´I�Y� Y� A èeI�Y C r YG0 ®m è $ I Ym è � u g Y� A è´I�Y C &
Similarly,

­ ç Ü � q Ym A è.0
Y C r YG0 Y�(è�u $ m èm è � Ym è r Y�I Ym è $ I Ym è $ A è.0�Y C u q Ym è !
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and (6.7) holds. Now, we can find upper and lower bounds on h � V2+ A ��� C ,­ V �	 ¨ a �(­ ¨ Ü � �QY�I ­	
ç a $ ­ ç g Y�I Y� ­	

ç a $ Yè g Y�I Y�(¯ ­� � V � �����QY�I Y� � Ú Î A � C !­ V �	 ¨ a �(­ ¨ Ü � �QY�I ­	
ç a $ ­ ç q}Y�I Ym ­	

ç a $ Yè³0�Y q/Y�I Ym ¯ ­� � V � �����QY�I Ym � Ú Î A � C &
Using these inequalities and (6.6) we obtain (6.5).

For simplicity, let us assume that � is even. The bounds (6.4) and (6.5) predict that the
convergence of ideal GMRES for � � has two phases:ho+ A ��� Cw°ÔÀ¢Ú P Û <$ � ]L+ Ü � Ý ! for ) g �d�=��!�) divides �o!(6.8) h � VW+ A � � Cw° �©Y�I � Ú Î A �d�%) C � V � ! for ��0ë) � �d�%��!o) divides �o&(6.9)

The convergence bound based on the polynomial numerical hull, i.e. (1.6), which is the lower
bound in (2.10) in case of a Jordan block, is h + A � � C qZØ ++HÙ � . For ) dividing � we know Ø +HÙ �
explicitly, and this lower bound can be evaluated, cf. (4.20). For other ) one can use the
explicit value of Ø � ]O$(Ù � resp. the lower bound on Ø � VW�°Ù � , cf. (4.25) resp. [5, p. 88], givingY� g � V¤$L+q] � g ho+ A ��� C ! for )\�QY=!(&'&(&'! �d�%�l!(6.10) d`Y�0{Þ ßOà � $ � �� f + g ho+ A ��� C ! for )\���d�%�NIsY=!(&'&(&¢!#��0�Y=&(6.11)

Comparing (6.10) and (6.8) shows that the lower bound in (6.10) is a tight approximation
of the actual ideal GMRES approximations. Hence the polynomial numerical hull of ���
gives good information about the first phase of the ideal GMRES convergence. However,
the information is less reliable in the second phase. In particular, consider the ideal GMRES
approximation for ��0�Y . Then (6.9) shows thath � VW� A ��� Cw° �©Y�I � Ú Î�� � VW� !
while the lower bound (6.11) yieldsd YG0{Þ ßOà � $ � �� f � VW� g h � VW� A � � C &
A real analysis exercise shows that� 6b4�H±(² �%�wd Y�0 Þ ßOà � $ � �� f � V � �ôY�&
Hence for large � and )�� ��0¡Y , the value on the right hand side of the lower bound
(6.11) is of order ³ A Y,�"� C , while the actual ideal GMRES approximation h � VW� A � � C is of
order ³ A Y,� � Ú Î A � C#C . Note that since� 6b4�H±(² $ �Þ ßOà � � � d YG0{Þ ßOà � $ � �� I�Þ ß#à � Þ ßOà � $ � � �� f � VW� �ôY�!
an approximation of h � VW� A ��� C based on the upper bound on Ø � VW�°Ù � , cf. (2.9), also would fail
to predict the correct order of magnitude of the ideal GMRES approximation.

As shown by this example, the bound (1.6) on the ) th ideal GMRES approximation for a
general nonnormal matrix

�
based on the polynomial numerical hull of

�
of degree ) , cannot

be expected to be tight for all ) .
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7. Concluding remarks. Motivated by the (in general) open question of how to char-
acterize the convergence of the GMRES method in the nonnormal case, we have studied the
behavior of worst-case and ideal GMRES for an �s�m� Jordan block � � with eigenvalue� �r� . We conjecture that any such � � is ideal. We have shown in this paper that � � is ideal
of degree ) if any of the following conditions is satisfied:

1. | �B| g Ø"+,Ù � ,
2. ) divides � ,
3. )n�
�d�%� and | �B|�q{Ø VW�+HÙ � V2+ ,
4. )nq
�d�%� , ��0m) divides � and | �B|�q}Y .

Apart from studying the idealness of � � , we have extended the results of [2, 5] by proving new
results about the radii of the polynomial numerical hulls of Jordan blocks. Using these, we
discussed the closeness of (1.6), i.e. the lower bound on ideal GMRES based on polynomial
numerical hull.
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