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Abstract. Many results on the unit ball and those on the simplex can be deduced from each other or from the corresponding results on the unit sphere. The areas in which such a connection appears include orthogonal polynomials, approximation, cubature formulas and polynomial interpolation. We explain this phenomenon in some detail.
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1. Introduction. Recent studies show that, for several problems in analysis, results on the unit ball $B^d = \{ x : \| x \| \leq 1 \}$ in $\mathbb{R}^d$ and those on the standard simplex

$$T^d = \{ x : x_1 \geq 0, \ldots, x_d \geq 0, 1 - x_1 - \cdots - x_d \geq 0 \}$$

in $\mathbb{R}^d$ can often be deduced from each other or deduced from results on the unit sphere $S^d = \{ x : \| x \| = 1 \}$ in $\mathbb{R}^{d+1}$, making use of elementary maps between the three domains and symmetry of the polynomial spaces on these domains. Here and in the following, $\| x \|$ denote the Euclidean norm. Problems for which that has occurred all involve polynomials in one form or other. They appear in the areas of orthogonal polynomials, approximation theory, cubature formulas, and polynomial interpolation. The purpose of this paper is to explain this phenomenon in some detail. We will mainly take orthogonal polynomials and best approximation by polynomials as examples, but will mention what else is known in this regard.

The unit sphere is a manifold without a boundary, it is homogeneous in the sense that any point can be translated to any other point by a simple rotation. In contrast, the unit ball and the simplex are manifolds with a boundary, points near the boundary are different from points inside. Analysis on these two domains will have to catch the boundary behavior. This consideration seems to indicate that the results on $B^d$ and $T^d$ should not be deducible from those on $S^d$. The key, however, lies in the notion of weighted spaces. More specifically, we will work with weighted $L^p$ spaces on these domains. For the domain $S^d$ we will consider mainly the weight function $h^2_\kappa$, where

$$h_\kappa(x) = \prod_{i=1}^{d+1} |x_i|^\kappa_i, \quad \kappa_i \geq 0,$$

which becomes zero on the coordinate plane $x_i = 0$ if $\kappa_i > 0$. Consequently, a function $f \in L^p(S^d; h^2_\kappa)$ can have singularities on the intersections of the sphere and the coordinate planes. When we work with the weighted spaces, these intersections play the role of the boundary on the sphere $S^d$. Corresponding to $h^2_\kappa$, we have the weight function

$$W^{B}_{\kappa, \mu} (x) = \prod_{i=1}^d |x_i|^{\kappa_i} (1 - \| x \|^2)^{\mu-1/2}, \quad \kappa_i \geq 0, \quad \mu \geq 0,$$
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defined on $B^d$, where $\mu = \kappa_{d+1}$, and the weight function

$$W_{\kappa,\mu}^T(x) = \prod_{i=1}^d x_i^{\kappa_i - 1/2} (1 - x_1 - \cdots - x_d)^{\mu - 1/2}, \quad \kappa_i \geq 0, \quad \mu \geq 0,$$

defined on $T^d$. These are the weight functions that will be used in this paper. Many results that we will discuss hold for more general weight functions, mainly for those weight functions that are invariant under a finite reflection group. The weight function $h_\kappa$ in (1.1) is a special case, which is invariant under the group $\mathbb{Z}_2^{d+1}$, and $W_{\kappa,\mu}^B$ in (1.2) is invariant under the group $\mathbb{Z}_2^d$. We will not discuss the most general case in order to keep our exposition simple and keep the main idea clear.

These three weight functions are closely related and the relation extends to orthogonal polynomials and cubature formulas with respect to these weight functions, as explored in [26, 27]. More recently, it has been realized that we can get a complete characterization for the best approximation on $B^d$ and on $T^d$ this way [34, 35, 36]. It is this latter development that we choose as examples for the main idea. Our goal is to explain how results on the ball $B^d$ and on the simplex $T^d$ can be derived. We will not give a complete survey of the results known on these domains, neither will we state the results in their most general form.

The paper is organized as follows. The background and the basic relation between the three domains are given in the next section. The results on orthogonal polynomials and approximation on the unit sphere are discussed in Section 3. The way to obtain results on the unit ball and on the simplex is explained in Section 4 and in Section 5, respectively. Finally, in Section 6, we give a brief account on other problems for which results on $B^d$ and on $T^d$ can be obtained from each other or from those on $S^d$.

2. Basic relations. Let $\Pi^d = \mathbb{R}[x_1, \ldots, x_d]$ be the space of polynomials of $d$ real variables and let $\Pi_n^d$ be the subspace of polynomials of degree at most $n$. We also denote by $\mathcal{P}_n^d$ the space of homogeneous polynomials of degree $n$. It is known that

$$\dim \mathcal{P}_n^d = \left( \frac{n + d - 1}{d - 1} \right) \quad \text{and} \quad \dim \Pi_n^d = \left( \frac{n + d}{d} \right).$$

2.1. Polynomial spaces on $S^d$ and on $B^d$. Denote by $\mathcal{P}_n(S^d)$ and $\Pi_n(S^d)$ the restriction of $\mathcal{P}_n^{d+1}$ and $\Pi_n^{d+1}$ on $S^d$, respectively. The polynomials in $\mathcal{P}_n(S^d)$ may not be homogeneous. In fact, we have

$$\mathcal{P}_n^d = \sum_{0 \leq 2j \leq n} \|x\|^{n-2j} \mathcal{P}_{n-2j}(S^d)$$

so that $\|x\|^{n-2j} \mathcal{P}_{n-2j}(S^d) \subset \mathcal{P}_n^d$. Let $S^d_+ \subset S^d$ denote the upper hemisphere of $S^d$. A simple-minded relation between $S^d_+$ and $B^d$ is as follows:

$$x \in B^d \iff (x, x_{d+1}) \in S^d_+, \quad x_{d+1} = \sqrt{1 - \|x\|^2}.$$

Clearly, a similar relation holds for the lower hemisphere. The domain $S^d_+$ induces a symmetry in the polynomial space. Let $\mathcal{P}_n^+(S^d)$ denote the subspace of elements in $\mathcal{P}_n(S^d)$ that are even in its $(d+1)$-th coordinates. The mapping (2.1) leads immediately to the following basic result:

**Lemma 2.1.** For each $n \geq 0$ the equation

$$\mathcal{P}_n(S^d) = \Pi_n^d \cup x_{d+1} \Pi_{n-1}^d$$
holds in the sense that for each \( P \in \mathcal{P}_n(S^d) \) there exist unique elements \( p \in \Pi_n^d \) and \( q \in \Pi_{n-1}^d \) such that

\[
P(x, x_{d+1}) = p(x) + x_{d+1}q(x), \quad (x, x_{d+1}) \in S^d.
\]

In particular, there is a one-to-one correspondence between \( \Pi_n^d \) and \( \mathcal{P}_n^+(S^d) \).

Proof. Let \( P \in \mathcal{P}_n(S^d) \). We can write \( P(x, x_{d+1}) = \sum p_j(x)x_{d+1}^j \) for some \( p_j \in \Pi_{n-j}^d \). Using the fact that \( x_{d+1}^2 = 1 - ||x||^2 \), we have \( P(x, x_{d+1}) = p(x) + x_{d+1}q(x) \), where \( p \in \Pi_n^d \) and \( q \in \Pi_{n-1}^d \). Clearly \( p \) and \( q \) are unique. \( \square \)

Using (2.1) as a change of variables leads immediately to the relation

\[
(2.3) \quad \int_{S^d} f(y) d\omega(y) = \frac{1}{2} \int_{B^d} \left[ f \left( x, \sqrt{1-||x||^2} \right) + f \left( x, -\sqrt{1-||x||^2} \right) \right] \frac{dx}{\sqrt{1-||x||^2}},
\]

where \( d\omega \) is the surface measure on the sphere \( S^d \).

These simple observations have important applications for orthogonal polynomials and approximation by polynomials, as will be discussed in Section 4.

2.2. Polynomial spaces on \( B^d \) and on \( T^d \). We start with a simple mapping between \( B^d \) and \( T^d \). Let \( B^d_+ := \{x \in B^d : x_1 \geq 0, \ldots, x_d \geq 0\} \) be the positive quadrant of \( B^d \). A simpleniminded relation between \( B^d \) and \( T^d \) is as follows:

\[
(2.4) \quad (x_1, \ldots, x_d) \in B^d_+ \iff (x_1^2, \ldots, x_d^2) \in T^d.
\]

A polynomial \( P \) of the form \( P(x) = p(x_1^2, \ldots, x_d^2) \) is invariant under sign changes of its coordinates; that is, it is invariant under the group \( G = \mathbb{Z}_2^d \). Let \( \psi \) denote the map

\[
(2.5) \quad \psi : (x_1, \ldots, x_d) \in B^d \mapsto (x_1^2, \ldots, x_d^2) \in T^d.
\]

The domain \( B^d_+ \) can be looked upon as the fundamental domain for the polynomials invariant under \( \mathbb{Z}_2^d \). Let us define

\[
G\Pi_n^d := \{ p \in \Pi_n^d : p \text{ invariant under } \mathbb{Z}_2^d \}.
\]

The relation (2.4) leads to a correspondence between polynomial spaces:

**Lemma 2.2.** The map \( \psi \) introduces a one-to-one correspondence between \( \Pi_n^d \) and \( G\Pi_n^d \); more precisely, \( p \in \Pi_n^d \) corresponds to \( p \circ \psi \in G\Pi_n^d \).

Proof. If \( P \in G\Pi_n^d \), then \( P \) is even in each of its variables. Hence, it is easy to see that \( P(x) = p(x_1^2, \ldots, x_d^2) = (p \circ \psi)(x) \) for some \( p \in \Pi_n^d \). The correspondence between \( P \) and \( p \) is evidently one-to-one. \( \square \)

Using (2.4) as a change of variables leads immediately to the relation

\[
(2.6) \quad \int_{B^d} f(x_1^2, \ldots, x_d^2) dx = \int_{T^d} f(x_1, \ldots, x_d) \frac{dx}{\sqrt{x_1 \cdots x_d}}.
\]

These observations will play important roles in the study of orthogonal polynomials and approximation by polynomials, which will be discussed in Section 5.

3. Analysis on the unit sphere. In this section we review results for orthogonal polynomials and approximation with respect to the weight function \( h_n \) on the unit sphere \( S^d \). The weight function \( h_n \) is given in (1.1), which has singularity at the intersections of the sphere and coordinate planes.
3.1. Orthogonal polynomials on the sphere. Let \( h_\alpha \) be defined as in (1.1). We consider orthogonal polynomials with respect to the inner product

\[
\langle f, g \rangle_\alpha := a_\alpha \int_{S^d} f(x)g(x)h_\alpha^2(x)\,d\omega(x),
\]

where \( a_\alpha \) is a constant such that \( a_\alpha^{-1} \int_{S^d} h_\alpha^2(x)\,d\omega = 1 \). Let \( \mathcal{H}_n(h_\alpha^2) \) denote the subspace of orthogonal homogeneous polynomials of degree \( n \) with respect to this inner product. It is known that \( \dim \mathcal{H}_n(h_\alpha^2) = \dim \mathcal{P}^n_{d-1} - \dim \mathcal{P}^n_{d-2} \). The elements of this space are called \( h \)-harmonics. If \( h_\alpha(x) \equiv 1 \), then \( \mathcal{H}_n(h^2) \) is the space of ordinary spherical harmonics of degree \( n \). The weight function \( h_\alpha \) in (1.1) is an example of a family of weight functions invariant under reflection groups, for which the corresponding \( h \)-harmonics enjoy properties similar to those of ordinary spherical harmonics; see [9, 10] and the references therein.

We state the basic properties of \( h \)-harmonics below. The essential ingredient is the Dunkl operator \( D_j \), which, for \( h_\alpha \) in (1.1), is defined by [9]

\[
D_j f(x) = \partial_j f(x) + \kappa_j f(x) - f(x_1, \ldots, -x_j, \ldots, x_{d+1}) x_j, \quad 1 \leq j \leq d + 1.
\]

These are first order differential-difference operators that maps \( \mathcal{P}^n_d \) to \( \mathcal{P}^n_{d-1} \) and they commute with each other; that is, \( D_i D_j = D_j D_i \) for \( 1 \leq i, j \leq d + 1 \). The \( h \)-Laplacian is defined by \( \Delta_h = D_1^2 + \ldots + D_{d+1}^2 \), which plays the role of the usual Laplacian: If \( P \in \mathcal{H}_n(h_\alpha^2) \), then \( \Delta_h P = 0 \). Furthermore, in spherical-polar coordinates \( x = r x', r > 0, x' \in S^d \), the \( h \)-Laplacian takes the form [30]

\[
\Delta_h = \frac{\partial^2}{\partial r^2} + \frac{2\lambda + 1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \Delta_{h,0}, \quad \text{where} \quad \lambda := |\alpha| + \frac{d-1}{2},
\]

a formula similar to the spherical-polar form of the usual Laplacian. The operator \( \Delta_{h,0} \) is called the spherical \( h \)-Laplacian. When restricted to \( S^d \), \( h \)-harmonics are eigenfunctions of \( \Delta_{h,0} \), that is,

\[
\Delta_{h,0} Y(x) = -n(n+2\lambda)Y(x), \quad x \in S^d, \quad Y \in \mathcal{H}_n(h_\alpha^2).
\]

The basic Hilbert space theory shows that \( L^2(h_\alpha^2; S^d) \) can be decomposed as

\[
L^2(h_\alpha^2; S^d) = \bigoplus_{n=0}^{\infty} \mathcal{H}_n(h_\alpha^2) : \quad f = \sum_{n=0}^{\infty} \text{proj}_{\mathcal{H}_n} f,
\]

where \( \text{proj}_{\mathcal{H}_n} \) is the projection operator from \( L^2(h_\alpha^2; S^d) \) onto \( \mathcal{H}_n(h_\alpha^2) \). It is known that

\[
\text{proj}_{\mathcal{H}_n} f = a_\alpha \int_{S^d} f(y)P_n(h_\alpha^2; x, y)W^2(y)\,dy,
\]

where \( P_n(h_\alpha^2) \) is the reproducing kernel of \( \mathcal{H}_n(h_\alpha^2) \) (zonal \( h \)-harmonic). The reproducing kernel turns out to satisfy a compact formula [25]

\[
P_n(h_\alpha^2; x, y) = \frac{\lambda + n}{\lambda} V_\alpha \left[ C_\alpha^n((x, \cdot)) \right](y),
\]

where \( C_\alpha^n \) is the Gegenbauer polynomial of degree \( n \) and \( V_\alpha \) is the intertwining operator, which is a linear operator uniquely determined by \( V_\alpha 1 = 1 \) and \( D_j V_\alpha = V_\alpha \partial_j, 1 \leq j \leq d+1 \). For \( h_\alpha \) in (1.1), it is known that \( V_\alpha \) satisfies [24]

\[
V_\alpha f(x) = c_\alpha \int_{[-1,1]^{d+1}} f(x_1, t_1, \ldots, x_{d+1}, t_{d+1}) \prod_{i=1}^{d+1} (1 + t_i)(1 - t_i^2)^{\gamma_i-1} \,dt.
\]
The formula (3.4), just like the classical zonal harmonics, plays an important role in the study of $h$-harmonic expansions, which points out a connection to Gegenbauer expansions and indicates a possible connection to functions of one variable.

3.2. Weighted approximation. We work with the space $L^p(h^2_h; S^d)$ that is equipped with the norm

$$
\|f\|_{\kappa,p} := \left( \int_{S^d} |f(x)|^p h^2_h(x) d\omega \right)^{1/p}
$$

for $1 \leq p < \infty$ and $\|f\|_\infty = \sup_{x \in S^d} |f(x)|$ for $p = \infty$.

The equation (3.3) and the explicit formula (4.6) suggests the definition of the following weighted convolution: For $f \in L^1(h^2_h; S^d)$ and $g \in L^1(w_\lambda, [-1, 1])$,

$$(f *_\kappa g)(x) = \alpha_h \int_{S^d} f(y) V_\kappa[\langle \cdot, x \rangle](y) h^2_h(y) d\omega,$$

(3.6)

For the surface measure ($h_\kappa(x) = 1$), this is the spherical convolution in [8]. It satisfies the usual properties of convolution. In particular, it satisfies Young’s inequality:

PROPOSITION 3.1. For $f \in L^r(h^2_h)$ and $g \in L^s(w_\lambda; [-1, 1])$,

$$
\|f *_\kappa g\|_{\kappa,p} \leq \|f\|_{\kappa,q} \|g\|_{w_\lambda,r},
$$

where $p, q, r \geq 1$ and $p^{-1} = \frac{1}{r} + \frac{1}{q} - 1$.

This shows that $(f *_\kappa g)(x)$ is finite for $f \in L^1(h^2_h)$ and $g \in L^1(w_\lambda, [-1, 1])$. We note that the projection operator $\text{proj}_h$ in (3.3) can be written as a convolution of $f$ with the Gegenbauer polynomial $C_\lambda^j$, which indicates a possible reduction in the study of $h$-harmonic expansions to that of Gegenbauer expansions. We shall not pursue this line of study here; see, for example, [29]. Instead, we use the convolution to define a weighted spherical means, $T^\kappa_\theta$, which is defined implicitly as follows:

$$
c_\lambda \int_0^\pi T^\kappa_\theta f(x) g(\cos \theta)(\sin \theta)^{2\lambda} d\theta := (f *_\kappa g)(x),
$$

where $g$ is any $L^\infty([-1, 1])$ function and $0 \leq \theta \leq \pi$. Young’s inequality can be used to show that $T^\kappa_\theta$ is well-defined. In the case of $\kappa = 0$, the weighted spherical means coincides with the classical spherical means

$$(3.7) \quad T_\theta f(x) = \frac{1}{\sigma_{d-1} (\sin \theta)^{d-1}} \int_{\{x,y\} = \cos \theta} f(y) d\omega,$$

which was studied in [5, 18]. The weighted spherical means shares essentially all properties of the classical spherical means [34], including those listed below:

PROPOSITION 3.2. The means $T^\kappa_\theta f$ satisfy the following properties:

1. Let $f_0(x) = 1$; then $T^0_\theta f_0(x) = 1$.

2. If $f \sim \sum_{\kappa=0}^\infty \text{proj}_h f$, then

$$
T^\kappa_\theta f \sim \sum_{\kappa=0}^\infty \frac{C_n^j(\cos \theta)}{C_n^j(1)} \text{proj}_h f.
$$

3. For $f \in L^p(h^2_h)$, $1 \leq p < \infty$, or $f \in C(S^d)$,

$$
\|T^\kappa_\theta f\|_{\kappa,p} \leq \|f\|_{\kappa,p} \quad \text{and} \quad \lim_{\theta \to 0} \|T^\kappa_\theta f - f\|_{\kappa,p} = 0.
$$
The last property suggests immediately the following definition of a weighted modulus of smoothness: For \( r > 0 \) and \( 1 \leq p \leq \infty \),
\[
\omega_r(f; t)_{\kappa, p} := \sup_{0 < \theta \leq t} \|(f - T_\theta)^r f\|_{\kappa, p}.
\] (3.8)
For \( \kappa = 0 \), this coincides with the classical modulus of smoothness on the sphere that has been used by many authors; see, for example, [5, 17, 18, 20] and the references therein. It satisfies the usual properties of modulus of smoothness.

There is also a weighted K-functional, defined using the spherical \( h \)-Laplacean \( \Delta_{h,0} \) in (3.1): For \( r > 0 \) and \( 1 \leq p \leq \infty \),
\[
K_r(f; t)_{\kappa, p} := \inf_g \left\{ \|f - g\|_{\kappa, p} + r^r \|(-\Delta_{h,0})^{r/2} g\|_{\kappa, p} \right\},
\] (3.9)
where the infimum is taken over the space of all \( g \in L^p(h_2^n) \) for which \( \|\Delta_{h,0} g\|_p \) is finite.

Just as in the classical approximation theory, the weighted modulus of smoothness and the weighted K-functional are equivalent [34].

**Theorem 3.3.** For \( r > 0 \), \( 1 \leq p \leq \infty \), and \( f \in L^p(h_2^n; S^d) \),
\[
c_1 \omega_r(f; t)_{\kappa, p} \leq K_r(f; t)_{\kappa, p} \leq c_2 \omega_r(f; t)_{\kappa, p}, \quad 0 < t < \pi/2,
\] where \( c_1 \) and \( c_2 \) are constants independent of \( f \).

These two equivalent gadgets can be used to characterize the best approximation by polynomials [34]. For \( f \in L^p(h_2^n; S^d) \), \( 1 \leq p \leq \infty \), we denote by
\[
E_n(f)_{\kappa, p} := \inf \left\{ \|f - P\|_{\kappa, p} : P \in \Pi_n(S^d) \right\}
\] (3.10)
the error of best approximation by polynomials in the weighted \( L^p \) space.

**Theorem 3.4.** For \( f \in L^p(h_2^n; S^d) \), \( 1 \leq p \leq \infty \),
\[
E_n(f)_{\kappa, p} \leq c \omega_r(f; n^{-1})_{\kappa, p}
\] (3.11)
and, on the other hand,
\[
\omega_r(f; n^{-1})_{\kappa, p} \leq c n^{-r} \sum_{k=0}^{n} (k + 1)^{r-1} E_k(f)_{\kappa, p}.
\]

In other words, both direct and inverse theorems for the best approximation hold.

These results provide a complete characterization of the best approximation by polynomials. For the surface measure on \( S^d (\kappa = 0) \), they were proved in [20], which brings a long investigation with various early results obtained by many other authors to a completion. See the results in [5, 15, 17, 18, 20] and the references therein. The proof of these two theorems are rather involved.

Let us mention one result that will be used to explain how to obtain results on the ball and on the simplex. Let \( \eta \in C^k [0, +\infty) \) be a function defined by \( \eta(x) = 1 \) for \( 0 \leq x \leq 1 \) and \( \eta(x) = 0 \) if \( x \geq 2 \). Define a sequence of operators \( \eta_n \) for \( n > 0 \) by
\[
\eta_n f := \sum_{k=0}^{\infty} \eta \left( \frac{k}{n} \right) \text{proj}_{n,k} f.
\] (3.12)
Since \( \eta(k/n) = 0 \) if \( k \geq 2n \), the series is finite and \( \eta_n f \) is a spherical polynomial of degree at most \( 2n - 1 \). Furthermore, the operator \( \eta_n \) preserves polynomials of degree \( n \). The main properties of \( \eta_n \) are given in the following proposition:

**Proposition 3.5.** Let \( f \in L^p(h_2^n) \), \( 1 \leq p \leq \infty \). If \( k \geq \lfloor \lambda \rfloor + 1 \) then
1. \( \eta_n f \in \Pi_{2n-1}(S^d) \) and \( \eta_n P = P \) for \( P \in \Pi_n(S^d) \).

2. for \( n > 0 \), \( \| \eta_n f \|_{\nu, p} \leq C \| f \|_{\nu, p} \).

3. for \( n > 0 \), \( \| f - \eta_n f \|_{\nu, p} \leq C E_n(\nu, f) \).

This proposition was proved in [34], where we assume that \( \eta \) is in \( C^\infty \). The proof is based on the boundedness of the Cesàro \((C, \delta)\)-means for the \( \nu \)-harmonic expansions, which holds if \( \delta > \lambda \) as shown in [24]. This gives the condition \( k \geq |\lambda| + 1 \). For the Lebesgue measure \((\nu = 0)\), the definition of the operator \( \eta_n f \) appeared first in [14] and it played an important role in [20].

4. Analysis on the unit ball. Our goal in this section is to show how the results on \( B^d \) can be deduced from those on \( S^d \). We consider analysis in the weighted space \( L^p(W^B_{\kappa, \mu}) \) on \( B^d \), where \( W^B_{\kappa, \mu} \) is given in (1.2), which has the norm

\[
\| f \|_{W^B_{\kappa, \mu}, p} := \left( a^B_{\kappa, \mu} \int_{B^d} |f(x)|^p W^B_{\kappa, \mu}(x) dx \right)^{1/p}
\]

for \( 1 \leq p < \infty \), and \( \| f \|_\infty = \sup_{x \in B^d} |f(x)| \) for \( p = \infty \), where \( a^B_{\kappa, \mu} \) is the normalization constant of the weight function \( W^B_{\kappa, \mu} \).

Frequently we will refer to the results in the previous section. For this purpose it is more convenient for us to refer to those results in terms of the weight function

\[
h_{\kappa, \mu}(x) := \prod_{i=1}^d (x_i)^{\kappa_i} |x_{d+1}|^\mu = \tilde{h}_\kappa(x_1, \ldots, x_d)|x_{d+1}|^\mu,
\]

which is the weight function \( h_\kappa \) defined in (1.1) with \( \kappa_{d+1} = \mu \), where we use the notation \( \tilde{h}_\kappa(x) = \prod_{i=1}^d |x_i|^{\kappa_i} \). Note that \( \tilde{h}_\kappa \) is \( h_\kappa \) in (1.1) with \( d + 1 \) replace by \( d \). Thus, when we refer to the results in the previous section, we will replace \( h_\kappa \) by \( h_{\kappa, \mu} \). Furthermore, whenever we refer to a notion that appeared in the previous section and denoted by a notation that contains a subindex \( \kappa \), we will then replace \( \kappa \) by \( \kappa, \mu \). For example, we will use \( V_{\kappa, \mu} \) to denote the intertwining operator in (3.5) associated with \( h_{\kappa, \mu} \) and use \( \ast_{\kappa, \mu} \) to denote the convolution in (3.6) associated with \( h_{\kappa, \mu} \).

4.1. Orthogonal polynomials on \( B^d \). Under the mapping (2.1), the weight functions \( W^B_{\kappa, \mu} \) at (1.2) is related to the weight function \( h_{\kappa, \mu} \) by the following relation:

\[
h_{\kappa, \mu}(x) := \prod_{i=1}^d |x_i|^\kappa_i |x_{d+1}|^\mu = \tilde{h}_\kappa(x_1, \ldots, x_d)|x_{d+1}|^\mu,
\]

which is the weight function \( h_\kappa \) defined in (1.1) with \( \kappa_{d+1} = \mu \), where we use the notation \( \tilde{h}_\kappa(x) = \prod_{i=1}^d |x_i|^{\kappa_i} \). Note that \( \tilde{h}_\kappa \) is \( h_\kappa \) in (1.1) with \( d + 1 \) replace by \( d \). Thus, when we refer to the results in the previous section, we will replace \( h_\kappa \) by \( h_{\kappa, \mu} \). Furthermore, whenever we refer to a notion that appeared in the previous section and denoted by a notation that contains a subindex \( \kappa \), we will then replace \( \kappa \) by \( \kappa, \mu \). For example, we will use \( V_{\kappa, \mu} \) to denote the intertwining operator in (3.5) associated with \( h_{\kappa, \mu} \) and use \( \ast_{\kappa, \mu} \) to denote the convolution in (3.6) associated with \( h_{\kappa, \mu} \).

We consider the inner product on the unit ball

\[
\langle f, g \rangle_B = a_{\kappa, \mu} \int_{B^d} f(x)g(x)W^B_{\kappa, \mu}(x) dx,
\]

where \( a_{\kappa, \mu} \) is the normalization constant of \( W^B_{\kappa, \mu} \). Let \( \mathcal{V}_n(W^B_{\kappa, \mu}) \) denote the space of orthogonal polynomials of degree \( n \) with respect to \( \langle f, g \rangle_B \). Several explicit bases of \( \mathcal{V}_n(W^B_{\kappa, \mu}) \) are known explicitly; see, for example, [10]. In the case of the classical weight function

\[
W_\mu(x) = (1 - |x|^2)^{\mu-1/2}, \quad x \in B^d,
\]

which is the same as \( W^B_{0, \mu}(x) \), some of these bases can be traced back to Hermite; see [3, 11]. What we need, however, is the relation between orthogonal polynomials on \( B^d \) and those on \( S^d \). This relation follows as a consequence of Lemma 2.1.

Proposition 4.1. Write \( y = r(x, x_{d+1}) \), \( r = ||y|| \) and \( x \in B^d \). Then

\[
\mathcal{H}_n(h^2_{\kappa, \mu}; S^d) = \mathcal{V}_n(W^B_{\kappa, \mu}) \oplus x_{d+1}V_{n-1}(W^B_{\kappa, \mu+1}).
\]
More precisely, if \( \{ P_n^m \} \) is a basis of \( \mathcal{V}_n(W_{\kappa,\mu}^B) \) and \( \{ Q_n^{m-1} \} \) is a basis of \( \mathcal{V}_{n-1}(W_{\kappa,\mu+1}^B) \), then the functions \( r^n P_n^m(y_1, \ldots, y_d) \) and \( r^{n-1} y_d Q_n^{m-1}(y_1, \ldots, y_d) \) are homogeneous polynomials and their restriction on \( S^d \) form a basis for \( \mathcal{H}_n(h_{\kappa,\mu}^2, S^d) \).

The proposition establishes the relation between orthogonal polynomials on the sphere and those on the unit ball. It shows, in particular, that

\[
\mathcal{V}_n(W_{\kappa,\mu}^B) = \overline{\text{span}\left\{ P(x, \sqrt{1 - \|x\|^2}) : P \in \mathcal{H}_n(h_{\kappa,\mu}^2; S^d), P \text{ is even in } x_{d+1} \right\}}.
\]

In other words, orthogonal polynomials with respect to \( W_{\kappa,\mu}^B \) on \( B^d \) correspond one-to-one to spherical \( h \)-harmonics associated with \( h_{\kappa,\mu}^2 \) that are even in \( x_{d+1} \). Note that the ordinary spherical harmonics on \( S^d \) corresponds to the orthogonal polynomials with respect to \( W_0(x) = (1 - \|x\|^2)^{-1/2} \) on \( B^d \), while the orthogonal polynomials with respect to the Lebesgue measure \( dx \) on \( B^d \) correspond to the \( h \)-spherical harmonics associated to \( |x_{d+1}| \omega \) on \( S^d \).

The mapping (2.1) goes deeper than just inducing a correspondence. It turns out that, under this mapping, the spherical \( h \)-Laplacian \( \Delta_{h,0} \) in (3.1) becomes [30]

\[
(4.2) \quad D_{\kappa,\mu}^B \Delta_h - \langle x, \nabla \rangle^2 - 2 \lambda_\mu \langle x, \nabla \rangle, \quad \lambda_\mu := |\kappa| + \mu + \frac{d - 1}{2},
\]

where \( \nabla = (\partial_1, \ldots, \partial_d) \) is the gradient and \( \Delta_h \) is the \( h \)-Laplacian associated to \( \widetilde{h}_\kappa \). The orthogonal polynomials in \( \mathcal{V}_n(W_{\kappa,\mu}^B) \) become eigenfunctions of \( D_{\kappa,\mu}^B \), see (3.2),

\[
(4.3) \quad D_{\kappa,\mu}^B P = -n(n + 2\lambda_\mu)P, \quad P \in \mathcal{V}_n(W_{\kappa,\mu}^B).
\]

For the classical weight function \( W_\mu, \kappa = 0 \), this is the second order partial differential equation satisfied by the classical orthogonal polynomials on \( B^d \).

Because of the equation (2.3) and the mapping (2.1), we define an operator

\[
(4.4) \quad V_{\kappa,\mu}^B f(x, x_{d+1}) = c_\mu \int_{-1}^1 \widetilde{V}_\kappa f(t, x_{d+1}) (1 - t^2)^{\mu-1} dt, \quad x \in \mathbb{R}^d,
\]

where \( \widetilde{V}_\kappa \) is the intertwining operator for \( \widetilde{h}_\kappa \) and it is given explicitly in (3.5) with \( d + 1 \) replaced by \( d \). Recall that \( V_{\kappa,\mu} \) denote the intertwining operator for \( h_{\kappa,\mu} \). The new operator is simply \( [V_{\kappa,\mu}(x, x_{d+1}) + V_{\kappa,\mu}(x, -x_{d+1})]/2 \).

Using (2.3) and (4.4), the reproducing kernel \( P_n(W_{\kappa,\mu}^B; x, y) \) of \( \mathcal{V}_n(W_{\kappa,\mu}^B) \) becomes

\[
(4.5) \quad P_n(W_{\kappa,\mu}^B; x, y) = \frac{n + \lambda_\mu}{\lambda_\mu} V_{\kappa,\mu}^B \left[ C_n^\lambda \left( \cdot, \cdot \right) \right] (X),
\]

where \( X = (x, \sqrt{1 - \|x\|^2}) \) and \( Y = (y, \sqrt{1 - \|y\|^2}) \) with \( x, y \in B^d \), which is an integral formula according to the explicit formula (3.5). In particular, for the classical weight function \( W_\mu \), the explicit integral formula becomes [28]

\[
P_n(W_\mu; x, y) = c_\mu \int_{-1}^1 C_n^{\lambda_\mu} \left( \langle x, y \rangle + \sqrt{1 - \|x\|^2} \sqrt{1 - \|y\|^2} t \right) (1 - t^2)^{\mu-1} dt,
\]

where \( \lambda_\mu = \mu + \frac{d-1}{2} \). The projection operator \( L^2(W_{\kappa,\mu}^B) \to \mathcal{V}_n(W_{\kappa,\mu}^B) \) is defined by

\[
(4.6) \quad \text{proj}_{\mathcal{V}_n(B)} f(x) := a_{\kappa,\mu} \int_{B^d} f(y) P_n(W_{\kappa,\mu}^B; x, y) W_{\kappa,\mu}^B(y) dy.
\]

The explicit formula (4.5) of the reproducing kernel plays an important role in the study of the convergence of orthogonal expansions on \( B^d \).
4.2. Weighted approximation on the ball. The operator \( V^B_{\kappa,\mu} \) can be used to define, setting \( x_{d+1} = \sqrt{1 - \|x\|^2} \), a convolution structure \( *^B_{\kappa,\mu} \) between \( f \in L^1(W_\kappa) \) and \( g \in L^1(w_\lambda; [-1,1]) \), just as in (3.6).

\[
(4.7) \quad (f *^B_{\kappa,\mu} g)(x) = \int_{S^d} f(y)V^B_{\kappa,\mu} [g(\cdot, X)] (Y)W^B_{\kappa,\mu}(y)dy, \quad X = (x, \sqrt{1 - \|x\|^2}).
\]

The equation (4.5) and (4.6) show that \( \text{proj}_{V_\kappa}(B) \) can be written as a convolution of \( f \) with the Gegenbauer polynomial \( C^\lambda_{\kappa,\mu} \) under \( *^B_{\kappa,\mu} \). It turns out that this convolution structure is related to the convolution structure \( \ast_{\kappa,\mu} \) on the unit sphere:

\[
(4.8) \quad (f *^B_{\kappa,\mu} g)(x) = (F *_{\kappa,\mu} g) \left( x, \sqrt{1 - \|x\|^2} \right)
\]

where \( F \) is defined by \( F(x,y_{d+1}) := f(x) \). Clearly we can also take this equation as the definition of \( *^B_{\kappa,\mu} \). It follows immediately from (2.3) that \( f *^B_{\kappa,\mu} g \) also satisfies Young's inequality. We can define an analogue of the weighed spherical means, \( T^B_\theta \), as follows: For \( f \in L^1(W^B_{\kappa,\mu}) \), the operator \( T^B_\theta f \) is defined implicitly by

\[
(4.9) \quad b_\lambda \int_0^\pi T^B_\theta f(x)g(\cos \theta)(\sin \theta)^{2\lambda+2\mu}d\theta = (f *^B_{\kappa,\mu} g)(x)
\]

for every \( g \in L^1(w_\lambda; [-1,1]) \). Since the convolutions on \( B^d \) and on \( S^d \) are related by (4.8), it follows readily that the following relation holds:

\[
(4.10) \quad T^B_\theta f(x) = T^\mu_\theta F \left( x, \sqrt{1 - \|x\|^2} \right), \quad x \in B^d,
\]

where \( F(x,y_{d+1}) = f(x) \), which can also be taken as the definition of \( T^B_\theta \). As a consequence of this relation, the properties of this operator follows immediately from those of \( T^\mu_{\kappa,\mu} \) in Proposition 3.2:

**Proposition 4.2.** The means \( T^B_\theta f \) satisfy the following properties:

1. Let \( f_0(x) = 1 \); then \( T^B_\theta f_0(x) = 1 \).
2. If \( f \sim \sum_{n=0}^\infty \text{proj}_{V_\kappa}(B) f \), then

\[
T^B_\theta f \sim \sum_{n=0}^\infty \frac{C^\lambda_{n}(\cos \theta)}{C^\lambda_{\kappa}(1)} \text{proj}_{V_\kappa}(B) f.
\]

3. For \( f \in L^p(W^B_{\kappa,\mu}), 1 \leq p < \infty, \) or \( f \in C(B^d) \),

\[
\|T^B_\theta f\|_{W^B_{\kappa,\mu},p} \leq \|f\|_{W^B_{\kappa,\mu},p} \quad \text{and} \quad \lim_{\theta \to 0} \|T^B_\theta f - f\|_{W^B_{\kappa,\mu},p} = 0.
\]

The operator \( T^B_\theta \) is called the generalized translation operator in [36], since the property 2 in the Proposition 4.2 implies that

\[
\text{proj}_{V_\kappa}(B) T^B_\theta f = \frac{C^\lambda_{n}(\cos \theta)}{C^\lambda_{\kappa}(1)} \text{proj}_{V_\kappa}(B) f
\]

which becomes, when \( d = 1 \) and \( \kappa = 0 \), the property satisfied by the translation operator \( T_\kappa \) for the Gegenbauer weight function \( w_\lambda(t) = (1 - t^2)^{\lambda-1/2} \) on \([-1,1]\). The translation operator \( T_\kappa \) is usually defined by

\[
(4.11) \quad T_\kappa f(t) = b_{\lambda-1/2} \int_{-1}^1 f \left( st + u\sqrt{1 - s^2}\sqrt{1 - t^2} \right) (1 - u^2)^{\lambda-1} du,
\]
which plays an important role in the study of orthogonal expansions in Gegenbauer polynomials; see, for example, [4, 5, 7, 18, 22]. For \( d = 1 \) and \( k = 0 \), we have \( T^B_\theta = T_{R,\cos \theta} \).

Furthermore, in [36] an analogue of (4.11) is found for the classical weight function \( W_\mu \):

**Proposition 4.3.** Let \( U(x) \) be the unitary matrix whose first column is \( x/\|x\| \) and \( D(x) = \text{diag}\{\sqrt{1 - \|x\|^2}, 1, \ldots, 1\} \). Then the generalized translation operator for \( W_\mu \) is an integral transform

\[
T^B_\theta f(x) = a_\mu \int_{B^d} f(\cos \theta x + \sin \theta y D(x) U(x)) (1 - \|y\|^2)^{\mu - 1} dy,
\]

where \( y \) is considered as a row vector and \( y D(x) \) is the matrix multiplication.

The mapping (2.1) and (4.10) can be used to give an integral equation for the weighted spherical means \( T^B_\theta \) for the weight function \( h_\mu(x) = |x_{d+1}|^\mu \) on the sphere \( S^d \). We do not know if such an integral formula holds for \( T^B_\theta \) with respect to the weight function \( W_{\nu,\mu}^B \) or equivalently for \( T^B_\theta \) for \( h^2_\mu \) defined in (1.1).

As a consequence of the property 3 of the Proposition 4.2 we can define a modulus of smoothness on \( B^d \) as follows: For \( r > 0 \), \( 1 \leq p \leq \infty \), and \( f \in L^p(W_{\nu,\mu}^B) \),

\[
\omega_r(f, t)_{W_{\nu,\mu}^B} = \sup_{0 < \theta \leq t} \| (I - T^B_\theta)^r f \|_{W_{\nu,\mu}^B}.
\]

By (4.10), this modulus of smoothness is related to the modulus \( \omega_r(f, t)_{\nu,\mu,p} \) associated with \( h_{\nu,\mu} \) as defined in (3.8). In fact, we have

\[
\omega_r(f, t)_{W_{\nu,\mu}^B} = \omega_r(F, t)_{\nu,\mu,p}, \quad F(x, x_{d+1}) = f(x).
\]

Hence, properties of \( \omega_r(f, t)_{W_{\nu,\mu}^B} \) follow from those satisfied by \( \omega_r(f, t)_{\nu,\mu,p} \).

Using the differential-difference operator \( D^B_{\nu,\mu} \) in (4.2), we can also define a K-functional as follows: For \( f \in L^p(W_{\nu,\mu}^B), \) \( r > 0 \),

\[
K_r(f; t)_{W_{\nu,\mu}^B} := \inf \left\{ \|f - g\|_{W_{\nu,\mu}^B} + t^{r/r} \|(-D^B_{\nu,\mu})^r g\|_{W_{\nu,\mu}^B} \right\},
\]

where the infimum is taken over all \( g \in L^p(W_{\nu,\mu}^B) \) for which \( \|(-D^B_{\nu,\mu})^r g\|_{W_{\nu,\mu}^B} \) is finite. Since the operator \( D_{\nu,\mu}^B \) is deduced from that of \( \Delta h_{\nu,\mu} \), there is also a connection between the K-functionals \( K_r(f; t)_{W_{\nu,\mu}^B} \) and \( K_r(f; t)_{\nu,\mu,p} \) associated with \( h_{\nu,\mu} \) as defined in (3.9). If fact, we also have

\[
K_r(f; t)_{W_{\nu,\mu}^B} = K_r(f, t)_{\nu,\mu,p}, \quad F(x, x_{d+1}) = f(x).
\]

Consequently, the following equivalence follows from Theorem 3.3 right away:

**Theorem 4.4.** For \( f \in L^p(W_{\nu,\mu}^B) \), \( 1 \leq p \leq \infty \),

\[
c_1 \omega_r(f, t)_{W_{\nu,\mu}^B} \leq K_r(f; t)_{W_{\nu,\mu}^B} \leq c_2 \omega_r(f, t)_{W_{\nu,\mu}^B},
\]

where \( c_1 \) and \( c_2 \) are constants independent of \( f \).

Again these two gadgets can be used to characterize the best approximation by polynomials. For \( f \in L^p(W_{\nu,\mu}^B), \) \( 1 \leq p \leq \infty \), let

\[
E_n(f)_{W_{\nu,\mu}^B} := \inf \left\{ \|f - P\|_{W_{\nu,\mu}^B} : P \in \Pi^d_n \right\}
\]

denote the error of the best approximation by polynomials of degree at most \( n \). Using the basic relations (2.1) and (2.2), we can prove that

\[
E_n(f)_{W_{\nu,\mu}^B} = E_n(F)_{\nu,\mu,p}, \quad F(x, x_{d+1}) = f(x).
\]
Consequently, the following theorem follows immediately from Theorem 3.4.

**Theorem 4.5.** For $f \in L^p(W^B_{\alpha, \mu}), 1 \leq p \leq \infty$,

$$E_n(f)_{W^B_{\alpha, \mu}, p} \leq c \omega_r(f; n^{-1})_{W^B_{\alpha, \mu}, p}.$$ 

On the other hand,

$$\omega_r(f; n^{-1})_{W^B_{\alpha, \mu}, p} \leq c n^{-r} \sum_{k=0}^{n} (k + 1)^{r-1} E_k(f)_{W^B_{\alpha, \mu}, p}.$$ 

To further illustrate how the results on the unit ball can be derived from those on the sphere, we state and prove a theorem analogous to Proposition 3.5. Let $\eta \in C^k[0, \infty)$ as in (3.12). We define a sequence of operators $\eta_{\alpha, \mu}^{B}$ by

$$\eta^{B} f := \sum_{k=0}^{\infty} \eta\left(\frac{k}{n}\right) \text{proj}_{\mathcal{V}_{\alpha, \mu}} f.$$ 

**Proposition 4.6.** Let $f \in L^p(W^B_{\alpha, \mu}), 1 \leq p < \infty$, and $f \in C(B) \text{ if } p = \infty$. If $k \geq [\lambda] + 1$ then

1. $\eta^{B} f \in \Pi_{2n-1}$ and $\eta^{B} P = P$ for $P \in \Pi_n$;
2. for $n > 0$, $||\eta^{B} f||_{W^B_{\alpha, \mu}, p} \leq c ||f||_{W^B_{\alpha, \mu}, p};$
3. for $n > 0$, $||f - \eta^{B} f||_{W^B_{\alpha, \mu}, p} \leq c E_n(f)_{W^B_{\alpha, \mu}, p}.$

**Proof.** Using the definition of the operator $V^B_{\alpha, \mu}$, it follows easily from (3.4) and (4.5) that

$$\eta^{B} f := \sum_{k=0}^{\infty} \eta\left(\frac{k}{n}\right) \text{proj}_{\mathcal{V}_{\alpha, \mu}} f.$$ 

from which we derive from (3.3) and (4.6) that the following relation holds:

$$\text{proj}_{\mathcal{V}_{\alpha, \mu}} f(x) = \text{proj}_{\mathcal{V}_{\alpha, \mu}} F\left(x, \sqrt{1 - ||x||^2}\right), \quad F(x, x_{d+1}) := f(x).$$

Consequently, $\eta^{B} f(x) = \eta f(x, \sqrt{1 - ||x||^2})$, from which the stated results follow from the equation (2.3) and Proposition 4.6.

5. **Analysis on the simplex.** In this section we show how results on the simplex can be deduced from those on the ball. Since the basic relation (2.4) amounts to a non-linear change of variables, the deduction is more complicated than the deduction from the sphere to the ball.

Recall the weight function $W^T_{\alpha, \mu}$ given in (1.3). We will consider $L^p(W^T_{\alpha, \mu})$ space with norm $\cdot ||\cdot||_{W^T_{\alpha, \mu}, p}$ defined similarly as $\cdot ||\cdot||_{W^B_{\alpha, \mu}, p}$. Recall the map $\psi$ in (2.5). Using (2.6), it is easy to see that $f \in L^p(W^T_{\alpha, \mu})$ is equivalent to $f \circ \psi \in L^p(W^T_{\alpha, \mu})$. Furthermore, we have

$$||f||_{W^T_{\alpha, \mu}, p} = ||f \circ \psi||_{W^B_{\alpha, \mu}, p}.$$ 

5.1. **Orthogonal polynomials on the simplex.** Under the mapping $\psi$, $W^T_{\alpha, \mu}(x), x \in T^d$, becomes $W^B_{\alpha, \mu}(x), x \in B^d$, since the Jacobian of changing variables from $x \mapsto \psi(x)$ is $2^{-d}(x_1 \cdots x_d)^{-1/2}$. Let $\mathcal{V}_n(W^T_{\alpha, \mu})$ denote the space of orthogonal polynomials of degree $n$ with respect to the inner product

$$\langle f, g \rangle_T := a_{\alpha, \mu} \int_{T^d} f(x)g(x)W^T_{\alpha, \mu}(x) dx.$$
on $T^d$. Under the mapping (2.5), the inner product $\langle \cdot , \cdot \rangle_T$ is related to $\langle \cdot , \cdot \rangle_B$ by

$$\langle f, g \rangle_T = \langle f \circ \psi, g \circ \psi \rangle_B,$$

from which the relation between $\mathcal{V}_n(W^T_{\kappa, \mu})$ and $\mathcal{V}_n(W^B_{\kappa, \mu})$ follows immediately. Let us define $G\mathcal{V}_{2n}(W^B_{\kappa, \mu}) := \mathcal{V}_{2n}(W^B_{\kappa, \mu}) \cap G\mathcal{H}_{2n}$ on $B^d$, which contains polynomials in $\mathcal{V}_{2n}(W^B_{\kappa, \mu})$ that are invariant under $\mathbb{Z}_2^d$ (invariant under sign changes).

**Proposition 5.1.** The mapping (2.5) induces an one-to-one correspondence between $R \in \mathcal{V}_n(W^T_{\kappa, \mu})$ and $R \circ \psi \in G\mathcal{V}_{2n}(W^B_{\kappa, \mu})$.

Since $f \circ \psi$ is invariant under $\mathbb{Z}_2^d$, the mapping $\psi$ also translates the operator $D^B_{\kappa, \mu}$ defined in (4.2) to the differential operator $D^T_{\kappa, \mu}$ [30] defined by

$$D^T_{\kappa, \mu} := \sum_{i=1}^d x_i (1 - x_i) \partial_i^2 - 2 \sum_{1 \leq i < j \leq d} x_i x_j \partial_i \partial_j + \sum_{i=1}^d \left( \frac{\kappa_i}{2} - \lambda_\mu x_i \right) \partial_i,$$

and the orthogonal polynomials in $\mathcal{V}_n(W^T_{\kappa, \mu})$ are the eigenfunctions of $D^T_{\kappa, \mu}$,

$$D^T_{\kappa, \mu} P = -n(n + \lambda_\mu) P, \quad P \in \mathcal{V}_n(W^T_{\kappa, \mu}).$$

This is the classical partial differential equations satisfied by orthogonal polynomials on $T^d$. Since the elements in $G\mathcal{V}_{2n}(W^T_{\kappa, \mu})$ are of the form $R \circ \psi$ with $R \in \mathcal{V}_n(W^T_{\kappa, \mu})$, the reproducing kernel of $\mathcal{V}_n(W^T_{\kappa, \mu})$ satisfies

$$P_n(W^T_{\kappa, \mu}; x, y) = 2^{-d} \sum_{\varepsilon \in \mathbb{Z}_2^d} P_{2n}(W^B_{\kappa, \mu}; \varepsilon x^{1/2}, \varepsilon y^{1/2})$$

where $x^{1/2} := (\sqrt{x_1}, \ldots, \sqrt{x_d})$ and $\varepsilon u = (\varepsilon u_1, \ldots, \varepsilon u_d)$. This equation suggests the definition of the following operator defined on functions on $\mathbb{R}^{d+1}$,

$$V^B_{\kappa, \mu} F(x, x_{d+1}) = 2^{-d} \sum_{\varepsilon \in \mathbb{Z}_2^d} V^B_{\kappa, \mu} F(\varepsilon x, x_{d+1}),$$

where $V^B_{\kappa, \mu}$ is defined in (4.4). Using the fact that $C^\lambda_n(t) = c p_n^{(\lambda-1/2,-1/2)}(2t^2 - 1)$, where $c$ is a constant and $p_n^{(\alpha, \beta)}$ denotes the orthonormal Jacobi polynomial of degree $n$, it follows from (5.2) and (5.3) that

$$P_n(W^T_{\kappa, \mu}; x, y) = p_n^{(\lambda_\mu - \frac{1}{2}, -\frac{1}{2})} \left[ \lambda_\mu - \frac{1}{2}, -\frac{1}{2} \right] \left( 2\langle \cdot , \cdot \rangle^{1/2} - 1 \right) \left( X^{1/2} \right),$$

where $X^{1/2} = (\sqrt{x_1}, \ldots, \sqrt{x_d}, \sqrt{1 - x_1 - \cdots - x_d})$ and $Y^{1/2}$ is defined similarly. By the definition of $V^B_{\kappa, \mu}$ and the equation (3.5), this gives an explicit compact formula for the kernel. Again, the projection operator $L^2(W^T_{\kappa, \mu}) \rightarrow \mathcal{V}_n(W^T_{\kappa, \mu})$ is defined by

$$\text{proj}_{\mathcal{V}_n}(f)(x) := a_{\kappa, \mu} \int_{T^d} f(y) P_n(W^T_{\kappa, \mu}; x, y) W^T_{\kappa, \mu}(y) dy.$$
4.2. **Weighted approximation on the simplex.** Using the operator $V^T_{\kappa,\mu}$, we can define a convolution $f *^T_{\kappa,\mu} g$ for $f \in L^1(W_\kappa)$ and $g(2\{-1\}^2 - 1) \in L^1(w_\kappa[{-1,1}])$ on $T^d$ as in (4.7).

The basic mapping (2.5) shows that

\[
(f *^T_{\kappa,\mu} g) \circ \psi \circ (x) = (f \circ \psi) *^T_{\kappa,\mu} g \left(2\{-1\}^2 - 1\right)(x),
\]

which can also be taken as a definition of $*^T_{\kappa,\mu}$. The equations (5.4) shows that $\text{proj}_y(T^d)$ can be written as a convolution of $f$ and the Jacobi polynomial. Using the convolution, we can define an analogue of a generalized translation operator $T^T_{\kappa,\mu}$ by

\[
b_\lambda \int_0^\pi \text{b}(x)g(\cos 2\theta)(\sin \theta)^{2\lambda}d\theta = (f *^T_{\kappa,\mu} g)(x)
\]

for every $g \in L^1(w_\kappa[-1,1])$. Note that we have $g(\cos 2\theta)$ in contrast to $g(\cos \theta)$ in (4.9), which comes from $2\cos^2 \theta - 1 = \cos 2\theta$. From the relation (5.5) it follows that

\[
((T^T_{\kappa,\mu} f) \circ \psi)(x) = T^T_{\kappa,\mu}(f \circ \psi)(x), \quad x \in T^d,
\]

from which the properties of $T^T_{\kappa,\mu}$ follows from those in Proposition 4.2.

**Proposition 5.2.** The means $T^T_{\kappa,\mu} f$ satisfy the following properties:

1. Let $f_0(x) = 1$; then $T^T_{\kappa,\mu} f_0(x) = 1$.
2. If $f \sim \sum_{n=0}^\infty \text{proj}_y(T^d)f$, then

\[
T^T_{\kappa,\mu} f \sim \sum_{n=0}^\infty \frac{p_n^{(\lambda-b,\frac{1}{2})}(\cos 2\theta)}{p_n^{(\lambda-b,\frac{1}{2})}(1)} \text{proj}_y(T^d)f.
\]

3. For $f \in L^p(W^T_{\kappa,\mu}, 1 \leq p < \infty$, or $f \in C(T^d)$,

\[
\|T^T_{\kappa,\mu} f\|_{W^T_{\kappa,\mu}, p} \leq \|f\|_{W^T_{\kappa,\mu}, p} \quad \text{and} \quad \lim_{\theta \to 0} \|T^T_{\kappa,\mu} f - f\|_{W^T_{\kappa,\mu}, p} = 0.
\]

Just like the case of $B^d$, the last property of this proposition suggests the following definition of a modulus of smoothness on $T^d$: For $r > 0$ and $1 \leq p \leq \infty$,

\[
\omega_r(f,t)_{W^T_{\kappa,\mu}, p} = \sup_{0 < \theta \leq t} \|I - T^T_{\kappa,\mu}\|^{r/2}f\|_{W^T_{\kappa,\mu}, p}.
\]

Under the mapping (2.5) the relation (5.7) and (4.12) immediately show that

\[
\omega_r(f,t)_{W^T_{\kappa,\mu}, p} = \omega_r(f \circ \psi, t)_{W^T_{\kappa,\mu}, p}.
\]

As in the case of $B^d$, we can use the operator $D^T_{\kappa,\mu}$ in (5.1) to define a K-functional as follows: For $f \in L^p(W^T_{\kappa,\mu})$, $r > 0$,

\[
K_r(f, t)_{W^T_{\kappa,\mu}, p} := \inf \left\{ \|f - g\|_{W^T_{\kappa,\mu}, p} + t\|(-D^T_{\kappa,\mu})^{r/2}g\|_{W^T_{\kappa,\mu}, p}\right\},
\]

where the infimum is taken over all $g \in L^p(W^T_{\kappa,\mu})$ for which $\|(-D^T_{\kappa,\mu})^{r/2}g\|_{W^T_{\kappa,\mu}, p}$ is finite. Since $D^T_{\kappa,\mu}$ is obtained from $D^T_{\kappa,\mu}$ by a change of variable (2.5), it follows that

\[
K_r(f, t)_{W^T_{\kappa,\mu}, p} = K_r(f \circ \psi, 2t)_{W^T_{\kappa,\mu}, p}.
\]
Consequently, the following equivalence follows from Theorem 3.3 right away:

**Theorem 5.3.** For \( f \in L^p(W^T_{\kappa, \mu}) \), \( 1 \leq p \leq \infty \),

\[
c_1 \omega_r(f; t)_{W^T_{\kappa, \mu}, p} \leq K_r(f; t)_{W^T_{\kappa, \mu}, p} \leq c_2 \omega_r(f; t)_{W^T_{\kappa, \mu}, p},
\]

where \( c_1 \) and \( c_2 \) are constants independent of \( f \).

As before, the two gadgets can be used to characterize the best approximation by polynomials. For \( f \in L^p(W^T_{\kappa, \mu}) \), \( 1 \leq p \leq \infty \), let

\[
E_n(f)_{W^T_{\kappa, \mu}, p} := \inf \left\{ \|f - P\|_{W^T_{\kappa, \mu}, p} : P \in \Pi_n \right\}
\]
denote the error of the best approximation by polynomials of degree at most \( n \). Using (2.5) and taking into consideration of the symmetry of \( P \circ \psi \), we can show that

\[
E_n(f)_{W^T_{\kappa, \mu}, p} = E_n(f \circ \psi)_{W^B_{\kappa, \mu}, p}.
\]

Hence, the following characterization follows immediately from Theorem 4.5 and (5.9):

**Theorem 5.4.** For \( f \in L^p(W^T_{\kappa, \mu}) \), \( 1 \leq p \leq \infty \),

\[
E_n(f)_{W^T_{\kappa, \mu}, p} \leq c \omega_r(f; n^{-1})_{W^T_{\kappa, \mu}, p}.
\]

On the other hand,

\[
\omega_r(f; n^{-1})_{W^T_{\kappa, \mu}, p} \leq c n^{-r} \sum_{k=0}^{n} (k + 1)^{-r} E_k(f)_{W^T_{\kappa, \mu}, p}.
\]

### 5.3. Additional difficulty for analysis on the simplex.

In the above discussion we put our emphasis on the similarity between results on the ball and on the simplex. In fact, most of the results on these two domains appear to be equivalent in the sense that they can be deduced from each other, and both can be deduced from the results on the sphere. However, for certain problems, the simplex is more difficult to work with. The difficulty appears in the connection between \( P_n(W^T_{\kappa, \mu}; \cdot, \cdot) \) and \( P_{2n}(W^B_{\kappa, \mu}; \cdot, \cdot) \) shown in (5.2), which forces us to switch from \( C^\lambda_n(t) \) to \( \left( L^{1/2, 1/2}(t) \right) \) as in (5.4). As a consequence, the results for certain problems on \( T^d \) will not follow as an exact consequence of those on \( B^d \). This is especially for the study of orthogonal expansions.

To illustrate this point, let \( \eta \in C^k [0, \infty) \) as in (3.12) and define operators \( \eta^T_n \) by

\[
\eta^T_n f := \sum_{k=0}^{\infty} \eta(k)_{\frac{k}{n}} \text{proj}_{\lambda_k(T)} f.
\]

The main properties of \( \eta^T_n f \) is the following theorem analogous to Proposition 4.6:

**Proposition 5.5.** Let \( f \in L^p(W^T_{\kappa, \mu}) \), \( 1 \leq p < \infty \), and \( f \in C(T^d) \) if \( p = \infty \). If \( k \geq [\lambda] + 1 \) then

1. \( \eta^T_n f \in \Pi_{2n-1} \) and \( \eta^T_n P = P \) for \( P \in \Pi_n \);
2. for \( n > 0 \), \( \|\eta^T_n f\|_{W^T_{\kappa, \mu}, p} \leq c \|f\|_{W_{\kappa, \mu}, p} \);
3. for \( n > 0 \), \( \|f - \eta^T_n f\|_{W^T_{\kappa, \mu}, p} \leq c E_n(f)_{W^T_{\kappa, \mu}, p} \).

This theorem, however, does not follow as a consequence of Proposition 4.6. In fact, the relation (5.4) shows that \( \text{proj}_{\lambda_k(T)} \) is related to \( \text{proj}_{\lambda_k(B)} \), which shows that there is no direct relation between \( \eta^T_n \) and \( \eta^B_n \), as each is a sum over \( k \) from 0 to \( n \). The proof of this theorem can be modeled after the proof of Proposition 3.5 in [34], which goes back to [14].
was established in [16], whiles for $W^T_{\alpha,\beta}$ on $T^d$ the result was not established for all parameter ranges. The study of $(C,\delta)$-means of orthogonal expansions on $T^d$ does not follow from the one on $B^d$. See [16] for details.

For $d = 1$, $W^T_{\alpha}(x) = x^{\alpha_1-1/2}(1-x)^{\alpha_2-1/2}$ is the Jacobi weight function on $[0,1]$. However, $T^T_{\alpha}$ is not the usual translation operator associated with the product formula of the Jacobi series. In fact, it corresponds to the “wrong” product formula

$$P^{(\alpha,\beta)}_n(x)P^{(\alpha,\beta)}_n(y) = c_n \int_{-1}^{1} \int_{-1}^{1} C^{\alpha+\beta+1}_n \left( z(t,s,x,y) \right) \left( 1 - s \right)^{-\alpha-1/2} \left( 1 - t \right)^{\beta-1/2} ds \, dt$$

where $z(t,s,\cos \theta, \cos \phi) = \cos \theta \cos \phi + \sin \theta \sin \phi \, dt$. Finally, we mention that it would be interesting to find if $T^T_{\alpha}$ can be written as an integral transform, like the formula of $T_{\alpha}^B$ for $W^T_{\alpha}$ in Proposition 4.3.

6. Other problems on the unit ball and on the simplex. Besides orthogonal polynomials and approximation discussed in the previous sections, the connection between $S^d$, $B^d$ and $T^d$ can be useful in several other problems in analysis. In this section we briefly discuss three other problems.

6.1. Polynomial of least deviation from zero. For $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ and $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d$, we define the monomial $x^{\alpha} = x_1^{\alpha_1} \cdots x_d^{\alpha_d}$. The degree of the monomial $x^{\alpha}$ is $|\alpha| = \alpha_1 + \ldots + \alpha_d$. Let $\Omega$ be a region in $\mathbb{R}^d$. If $p^*(x)$ is a polynomial of best approximation to the monomial $x^{\alpha}$ in the uniform norm on $\Omega$, then $x^{\alpha} - p^*(x)$ is called the polynomial of least deviation from zero. We shall also call $p^*(x)$ a least polynomial.

Using the basic relations (2.1) and (2.5) between the three domains and the relations between polynomial spaces as given in Lemma 2.1 and Lemma 2.2, one can often reduce the problem of finding least polynomials on $B^d$ to that of $S^d$ and to that of $T^d$. As an illustration we state one such result [32].

**Theorem 6.1.** Let $\alpha \in \mathbb{N}_0^d$ and write $2\alpha = (2\alpha_1, \ldots, 2\alpha_d)$ and $|\alpha| = n$. If $p^*(x)$ is a least polynomial for $x^{\alpha}$ on $T^d$, then $p^*(x_1^2, \ldots, x_d^2)$ is a least polynomial for $x^{2\alpha}$ on $B^d$; conversely, if $q^*$ is a least polynomial for $x^{2\alpha}$ on $B^d$ in the form $q^*(x) = p^*(x_1^2, \ldots, x_d^2)$, then $p^*(x)$ is a least polynomial for $x^{\alpha}$ on $T^d$.

For $d = 2$, the least polynomials to $x^n y^m$ from $\Pi^2_{n+m-1}$ on the domain $B^2$ and $T^2$ were known. Their relation as stated in the theorem was used in [6]. For $d > 2$, only a few examples of least polynomials were known, see [1, 2, 19, 21, 32]. The above theorem can be used to find least polynomials for monomials of lower degrees. It shows, in particular, that in order to find a least polynomial for $x^{2\alpha}$ on $B^d$, it is enough to work with $x^{\alpha}$, which has lower degree, on $T^d$. For example, one least polynomial for $x_1 x_2 x_3$ on $T^3$ is given by [32]

$$R_3(x) = 72x_1 x_2 x_3 - 4(x_1 + x_2 + x_3) + 4(x_1 + x_2 + x_3)^2 - 8(x_1 x_2 + x_2 x_3 + x_1 x_3) + 1,$$

which gives immediately a least polynomial for $x_1^2 x_2^2 x_3^2$ on $B^3$ using the theorem.

6.2. Cubature formula. The formulas (2.3) and (2.6) relate the integral in three regions. Together with the connection of the polynomials on these domains, they lead to relations between cubature formulas on $S^d$, $B^d$ and $T^d$. These relations were discussed in [26, 27] and they were used in [12, 13] to generate new cubature formulas. We state only one theorem that captures the spirit of such a result.

**Theorem 6.2.** If there is a cubature formula of degree $M$ on $T^d$ giving by

$$\int_{T^d} f(u) W^T_{\alpha,\beta}(u) du = \sum_{i=1}^{N} \lambda_i f(u_i),$$

(1)
with all \( u_i \in T^d \), then there is a cubature formula of degree \( 2M + 1 \) on \( B^d \) given by

\[
\int_{B^d} g(x) W_{n,p}^B(x) \, dx = \sum_{i=1}^{N} \lambda_i 2^{-k(u_i)} \sum_{\varepsilon \in \mathbb{Z}^d_2} f(\varepsilon_1 \sqrt{u_{i,1}}, \ldots, \varepsilon_d \sqrt{u_{i,d}})
\]

where \( k(u) \) denote the number of non-zero components in \( u \). Moreover, a cubature formula of degree \( 2M + 1 \) in the form of (6.1) on \( B^d \) implies a cubature formula of degree \( M \) in the form of (6.2) on \( T^d \).

A similar result holds for cubature formulas on \( S^d \) and on \( B^d \), which also extends to a relation between cubature formulas on \( S^d \) and on \( T^d \). We note that a cubature for the surface measure on \( S^d \) corresponds to a cubature for “Chebyshev” weight function \( W_0(x) \) on \( B^d \), which in turn corresponds to a cubature for “Chebyshev” weight function \( W_0(x) \) on \( T^d \).

6.3. Polynomial Interpolation. The relation (2.1) between polynomial spaces on \( B^d \) and those on \( S^d \) can also be used in the problem of polynomial interpolation.

Let \( M_n^d = \dim \Pi_n^d \). We consider the following interpolation problem on \( B^d \):

**Problem 1.** Let \( E \) be a set of \( M_n^d \) points on \( B^d \). Find conditions on \( E \) such that, for any given data \( \{f_i\} \), there is a unique polynomial \( Q \in \Pi_n^d \) satisfying \( Q(x_i) = f_i \), for \( x_i \in E \) and \( 1 \leq i \leq M_n^d \).

Let \( N_n^d = \dim \Pi_n(S^d) \). The interpolation problem on \( S^d \) that we consider is:

**Problem 2.** Let \( X \) be a set of \( N_n^d \) distinct points on \( S^d \). Find conditions on \( X \) such that, for any given data \( \{f_i\} \), there is a unique polynomial \( S \in \Pi_n(S^d) \) satisfying \( S(y_i) = f_i \), for \( y_i \in X \) and \( 1 \leq i \leq N_n^d \).

We call the point set \( X \) on \( S^d \) symmetric if \( x = (x', x_{d+1}) \in X \) implies that \( (x', -x_{d+1}) \in X \), where \( x' = (x_1, \ldots, x_d) \). From the relation (2.1) between polynomial spaces, solutions of these two problems are related as follows [33]:

**Theorem 6.3.** Let \( E \) be a set of \( M_n^d \) points on \( B^d \) that solves Problem 1. Assume that \( E \) contains exactly \( M_n^d - M_{n-1}^d \) points on the boundary \( S^{d-1} \) of \( B^d \) and that \( E^0 := E \cap (E \cap S^{d-1}) \) solves Problem 1 for \( \Pi_{n-1}^d \). Define

\[
X_E = \{ (x', 0) : x' \in E \cap S^{d-1} \} \cup \left\{ (x', \pm x_{d+1}) : x_{d+1} = \sqrt{1 - \|x'\|^2}, \ x' \in E^0 \right\}.
\]

Then \( X_E \) solves Problem 2. On the other hand, if \( X \) solves Problem 2, \( X \) is symmetric, and there are exactly \( M_n^d - M_{n-1}^d \) points on the hyperplane \( \{x \in \mathbb{R}^{d+1} : x_{d+1} = 0\} \), then

\[
E_X = \{ (x' : x', x_{d+1}) \in X \cap S_{d+1}^d \} \text{ solves Problem 1.}
\]

The relation (2.5) and the relation between the polynomial spaces on \( B^d \) and \( T^d \) as described in Lemma 2.2 can also be used for interpolation problem. However, because the mapping \( x \mapsto \psi(x) \) is nonlinear, a polynomial of degree \( n \) that interpolates on \( N_n^d \) points on \( T^d \) corresponds to an interpolation polynomial on \( B^d \) that belongs to a subspace of \( \Pi_{2n}^d \); see [33] for a discussion in the case of \( d = 2 \).
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